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ABSTRACT 

 

In the modern information technology age, finding 

users favorite product in large application databases 

becomes a serious issue for Recommendation 

developers. Recommendation means providing 

relevant suggestions to the user as per his/her interest 

and their needs. In this proposed Model we combined 

the corrwith() method which computes the Pearson 

correlation coefficients with our proposed 

collaborative filtering method which uses SVD++ that 

will help us in improving accuracy and targeting all 

sorts of users and recommends products supported 

ratings, previous purchase history, products on sale 

and recently viewed products etc. The experiments are 

performed on Amazon products dataset which consists 

the meta data of product reviews, feature, ratings, sales 

rank and similar products etc. The results of 

recommendations with this approach not only provide 

recommendations for specific products, but also 

provide recommendations on categories like groceries 

and gourmet foods. When a user selects a product, the 

model suggests related products that other users have 

also purchased with that product according to ratings, 

reviews and user’s purchase history. Thus, the 

recommendations are going to be more varied and in 

line with user interest. This model paper also discusses 

about various shortcomings in the current 

recommendation techniques and suggests potential 

solutions that that could enhance the existing 

recommendation systems used by e-commerce 

websites. 
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1.INTRODUCTION 

 
The majority of firms are working to develop some 

form of mechanism that is nothing more than a 

recommendation system in order to improve the 

customer experience and increase product sales. 

Therefore, recommender system appears to complete 

this task. A recommender system is required to boost 

the market's effectiveness or the selling of the goods. 

For making the best decisions a recommender system 

needs lots of information and the data supplied to the 

recommender system must be of a consistent in nature. 

The Recommendation system in existing models 

operates in two steps: first, it analyses the user's item 

search and basic user interests and second, it looks for 

a similar set of products that the user could find 

interesting. This in turn resulted in better product 

selections. 

This proposed model used the customer data to make 

a recommendation using either popularity based 

filtering or collaborative filtering or sometime uses the 

hybrid recommendation techniques using 

collaborative filtering and corrwith() method which 

calculates the Pearson correlation coefficients 

depending on which one is best for the situation. 

Collaborative filtering is a system for gathering 

information from multiple agents, customer point of 

view and data sources such as ratings, user likes, and 

so on. On the other hand, content filtering which uses 

Characteristics Information about the items/products 

(keywords, categorization) as well as the user's 

preferences, profile, etc. There is one more 

recommendation system called hybrid system which is 

combination of both combination of any two or more 

than two methods to prevent the issues that arise from 

using just one type of system. 

In our proposed model, it has been to focused on 

grocery and gourmet products by using hybrid 

recommendation system which focused on 

combination of collaborative filtering and corrwith() 

method which is used to calculate the Pearson 

correlation coefficients and recommend products 

based on the product ratings, reviews and recent 

viewed products. 

 
2.RELATED SURVEY 

 
A product recommendation system is filtering system 

that helps to predict and show items that a user would 

like to purchase. In this, the system which is already 

existed is just like the most cutting-edge methods for 

recommendations, including collaborative filtering, 

popularity-based filtering, hybrid approaches, and 

social network-based approaches. In content-based 



filtering there’s an absence of novelty and variety. 

There is more to recommendations than relevance. 

And also, the disadvantage of collaborative filtering is 

it's unable to spot synonyms. There is no human 

interaction when predicting customer purchase 

behaviour. The Hybrid Recommendation System 

(HRS) clearly outperforms other modern algorithms in 

terms of accurate prediction of customer attitude 

towards recommending a product for a specific user. 

The problem with this model is that the data and 

application are defined interoperability. 

 

3.Enhanced Product Recommendation System 

Architecture 

 

In our proposed system, we combined the corrwith() 

method which calculates the Pearson correlation 

coefficients with our proposed collaborative filtering 

method which uses SVD++ which will help us in 

improving accuracy and targeting all sorts of users and 

recommend products supported ratings, previous 

purchase history, and recently viewed products etc. In 

Our proposed model the Amazon dataset is chosen and 

operations are performed on Grocery and Gourmet 

category where the system recommends the product 

based on similar purchased history. If any user chooses 

one product, it will recommend similar products which 

were bought by other users with good rating and based 

on customers previous purchase history. Thus, the 

recommendations are going to be more in line with 

user interest and helps in higher revenue generation for 

the e-commerce website. Fig 1. Shows the architecture 

of the proposed model and the proposed model used 

Amazon product dataset which contains product 

reviews and ratings and meta data about all products 

in form of text and images. It takes different ratings, 

reviews and more meta data on various products from 

users in Grocery and gourmets foods category and 

perform data preprocessing and cleansing after that we 

have used popularity-based recommendation, 

collaborative-based filtering approach and corrwith() 

method together with collaborative-based filtering 

approach and trained our dataset to recommend user 

the most effective recommended products list which 

are of similar interest to the targeted user. 

 
Fig 1: Enhanced Product Recommendation System 

 

A. Popularity-Based Recommender Model 

 

It performs by recommending highly rated products 

that are viewed and purchased by most of the users. It 

is not a personalized recommendation. As shown in fig 

2, The implementation of Popularity-Based Filtering is 

very simple we just need to sort our products according 

to user ratings and show the top-rated products from 

that list. 

• For rating of products, first create a metric 

score 

• Calculate score for every product 

• Sort the scores from highest to lowest and 

recommend the best rated product to the 

users. we used the IMDB's weighted rating 

formula to score the products, as follows: 

weighted rating (WR) = (Nv / (Nv + Mv)) * M + (Mv 

/ (Nv + Mv)) * MR 

• M is the mean rating of a product. 

• Nv is the count of votes for any product. 

• Mv is the minimum votes required for a 

product be added in the popular products list. 

• MR is the mean rating of products across the 

whole dataset. 

We already have M or Mean Rating for each product 

and Mv or the Number of Rating. So, we only need to 

calculate MR (the mean rating across the whole 

dataset). 

 



 
 

Fig 2: Popularity Based Recommendation Model 

 
B. Collaborative filtering Recommender Model 

 

Collaborative filtering uses similarities between users 

and products/items simultaneously to provide 

recommendations in order to overcome the drawbacks 

of popularity-based filtering systems. As shown in fig 

2. Collaborative filtering is a system for gathering 

information from multiple agents, points of view, data 

sources such as ratings, user likes, and so on. It also 

considers other user’s similar interests and behaviors 

towards a similar product when offering a product to 

target customer. 

In order to implement Collaborative Filtering 

Recommender Model, this model used the best 

possible recommendations from people having similar 

interest. In other words, it makes predictions about 

how someone would rate an item based on past item 

ratings made by similar people. As shown in fig 3. 

Collaborative filtering recommender model 

recommends the set of products based on user-item 

interaction matrix which, represents the unique user 

preferences for items in a group, for recommender 

systems and are generally used in for collaborative 

filtering (CF) techniques 

 
       Fig 3: User-Item Interaction Matrix 

 

Our Model uses the enhanced Singular Value 

Decomposition (SVD++). This technique will 

customize our recommendation according to the same 

user group based on the above user-item interaction 

matrix and minimize Root Mean Square Error 

(RMSE) that is calculated by Kfold Cross Validation 

and give great recommendations. 

 
Fig 4: Collaborative filtering Recommender Model 

 

C. Hybrid Recommender Model 

 

Each methods have its own strengths and weaknesses. 

To offer a better recommendation, our Proposed model 

combines the corrwith() method which is used to 

calculate the Pearson correlation coefficients together 

with the collaborative filtering. This concept leads 

towards the development of another recommendation 

model, which is Hybrid Recommender Model. As 

mentioned in fig 4. our proposed model used both the 

combination of corrwith() method which computes the 

Pearson to achieve more better and accurate results. In 

this system the combination of both is implemented to 

overcome most of the weakness of both the systems 

which will result in better accuracy and precision. The 

main process of the system are as follows: 

• Step 1: Give UserID and ProductID as input 

• Step 2: Create a pivot table which contains 

userIds as rows and productIds as columns 

• Step 3: As Ouput we will get Similar products 

sorted based upon the expected score or 

ratings by a particular user. 

 
            Fig 5: Hybrid Recommender Model 

 
4.RESULT & DISCUSSION 

 

Our model is evaluated against Mean Square Error 

(MSE) and Root Mean Square Error (RMSE) to 

evaluate predictions. RMSE score is used to find the 

root mean square error between the actual and 

predicted ratings (Rai and Rpi). 

RMSE = √ [ Σ (Rpi – Rai)2 / n] 

and RMSE Obtained of enhanced SVD or SVD++ was 

about 0.871. 



MAE score used to find the mean square error between 

the actual and predicted ratings. 

MAE = (Σn
i=1 ∣xi−xt∣) / n 

and MAE of enhanced SVD or SVD++ was about 

0.644. 

The combination of corrwith() method which 

computed the Pearson correlation coefficients with our 

proposed collaborative filtering(SVD++) is used to 

build a hybrid recommender which takes userId and 

productId as input and can suggest up to 10 products 

that were similar to the input productId based on the 

estimated ratings that was internally calculated for the 

input userId. This Hybrid System took advantage of 

both Pearson method and our proposed Collaborative 

filtering (SVD++) and therefore made reliable 

predictions. 

 

TABLE 1: Performance metrics of all Algorithms  

 Model RMSE MAE 

1 SVD 0.8746375 0.645896 

2 SVD++ 0.871489 0.644017 

3 KNNBasic 0.979768 0.696134 

4 KNNWithZScore 0.934450 0.650497 

5 KNNWithMeans 

 User-User 

0.917915 0.644701 

6 KNNWithMeans 

 Item-Item 

0.920770 0.647257 

 

Data shown in table 1 is also described below in figure 

6. It is demonstrated that the performance of SVD++ 

is better than all other models.  

 

 
Fig 6: Comparison of Algorithms  

 

Figure 6 demonstrate the accuracy of the proposed and 

reported methods using RSME and MAE value in 

percentage It is clear that the proposed SVD++ 

algorithm performs best in terms of accuracy and has 

the best RMSE value. with parameters {'n_epochs': 25, 

'lr_all': 0.01, 'reg_all': 0.4} and after that SVD is 

performing second best RMSE value with parameters 

{'n_epochs': 20, 'lr_all': 0.005, 'reg_all': 0.2}. SVD++ 

is also giving the best MAE value and 

KNNWithMeans is giving second best MAE value. 

SVD++ is having the best RMSE in Matrix 

Factorization Based Algorithms also. 

 

5.CONCLUSION 

 

The concept of corrwith() method which computed the 

Pearson correlation coefficients with combination of 

our proposed collaborative filtering method(SVD++) 

to build an Hybrid Recommender Model which gives 

the better results as compared to other existing models. 

This Hybrid System took advantage of both Pearson 

method and Collaborative filtering and therefore made 

reliable predictions. hybrid recommender took userId 

and productId as input and suggested up to 10 products 

that were similar to the input productId based on the 

estimated ratings that was internally calculated for the 

input userId. This technique can help the users to save 

time and also improve the site's average order value 

which in turn will result in higher revenue generation 

for the e-commerce website. 
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