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Abstract— The complexity of recognizing the human face by 

machines due to different variations in poses, illumination, age, 

facial expression, occlusion, personal appearance, and different 

cosmetic effects makes face recognition more challenging. 

However, this makes it difficult to implement a robust 

computational system. Our main goal is to enhance the current 

deep learning approaches for face recognition applications using 

an enhanced and efficient hybrid deep learning method that 

involves multi-layer CNN and SVM. The model is encompassed 

with a newly developed middle block convolutional regularization 

algorithm (MBCRA) for computational stability and convergence 

speed. The experimental results demonstrate that the multi-layer 

CNN+SVM has achieved 99.87% accuracy, and the comparative 

analysis shows that the proposed model is more resilient for face 

image classification under unconstrained settings.  

Keywords— Deep Learning, Face Recognition, Convolutional 

neural Network, and Support Vector Machine. 

I. INTRODUCTION  

The face recognition systems (FR) have progressed to 
become a frequently used form of biometric system, which is 
one of the most important and difficult areas of computer vision 
[1]. It is now the most active field of research demand, and it is 
an important technology in the fields of security, business 
applications, law enforcement, and many more. With more 
emphasis on its utilization for biometric analysis, human 
computing interaction (HCI), surveillance systems, and content-
based coding of images [2]. Despite the availability of numerous 
presence biometric verification systems such as hand 
geometrics, iris scans, retinal scans, and fingerprints, human 
facial recognition applications will continue to be the most 
authenticating system due to the numerous features they possess. 
Features such as low cost, absence of physical contact between 
the user and the system, and user acceptance.  

The system will continue to have huge significance in the 
area of security that provides intelligence services since the 
concern about proper security systems has reached its maximum 
point [3]. The face conveys information concerning the person's 
identity and state of emotion. Face recognition encompasses 
various biometric surveillance security systems such as (e.g., 
border control, suspect tracking, and terrorist identification) The 
technology is widely considered an important technology for 
digital verification and identification tasks [4]. 

A large amount of training and testing data is required for 
many CNN models used in face recognition systems. This 
increased network performance and led to a high recognition 
rate. 

This paper introduces a new developed regularization 
method called MBCRA in a deep learning architecture for 
proper feature extraction and network stability. The deep 
learning architecture uses a hybrid model that involves a 
convolutional neural network and a support vector machine 
(CNN+SVM) to extract and classify facial features [5]. After the 
CNN has finished extracting features, the model employs the 
SVM as the final classifier to recognize the face because of its 
classification capability.  

We used two publicly online available image databases: 
Label Faces in the Wild and the Caltech-101-ObjectCategories. 
We selected some of the face images from these two databases 
to reasonably build our solid dataset, which is suitable for the 
training and testing of the proposed model. The database was 
named AS_Darmaset, and the dataset has 5280 human face 
images of 135 individuals[6]. 
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II. THE CONTRIBUTIONS OF THIS RESEARCH PAPER ARE AS 

FOLLOWS 

A. This paper investigates the impacts of regularization 

techniques by adding Batch Normalization Layers, Dropout 

layers, and data augmentation techniques to improve CNN 

training, performance and to prevent network overfitting. 

B. This is the first research work to incorporate 

MBCRA in the architecture of a multi-layer CNN+SVM to 

have the training and testing accuracies of 100% and 99.87%, 

respectively [7]. 

C. The study demonstrates that multi-layer CNN when 

combined with SVM on a large number of training and testing 

datasets is more robust than the basic standard CNN of a few 

layers of architectural models, which may effectively operate 

well with a small number of datasets and fewer network layers 

 

III. REVIEW OF RELATED WORK 

Due to numerous research studies on face recognition 
systems, this research paper tried to investigate various 
architectures for face recognition systems [12]. To develop and 
implement a robust face recognition system, many researchers 
in the computer vision community tend to think of new 
approaches based on deep learning techniques such as 
Convolutional Neural Network (CNN), Stock De-Noising Auto-
Encoder (SDAE), Deep Belief Neural Network (DBN), etc. 
However, much of the current face recognition research has 
employed a different variant of the CNN architecture [13]. In 
this paper, we reviewed some of these exhibit choices to screen 
what is significant from relevant details, since CNN has been 
used as a powerful biometric system for solving numerous 
verification and identification problems. The deep learning 
model has been inspired by the biology of human vision [22].  

Gonzalez et al. [23] presented the deep CNN in 2012 as a 
method to analyses the ImageNet database and get better results. 
Several CNN designs have been presented in the literature [24] 
and have been used to achieve better results than the current state 
of the art. In their research, Ahmad et al. [2] created a 
MATLAB-based CNN for face recognition. To minimize 
network training time, the proposed Convolutional Neural 
Network Method is capable of receiving new inputs by training 
the last two layers of the model. The experiment used face 
images of 40 people from the AT & T database and 10 people 
from the JAFTE database, and the result was 100 percent 
accuracy in less than a minute of training time. 

Y. Li et al. [15] proposed a CNN-SVM hybrid technique to 
recognize human faces. The CNN is used for feature extraction, 
while the Support Vector Machine (SVM) will detect face 
images more effectively using the input of facial features 
extracted by the Convolutional Neural Network (CNN). The 
experiment results show that the model is more efficient, with a 
greater recognition rate and a shorter training time. Parkhi et al. 
[25] developed a facial recognition system employing a very 
deep CNN and corresponding training system to obtain higher 
face recognition accuracy when compared to the current trend 
on the public benchmark. This study evaluates how a large-scale 
database (of 2.6 million images) spanning over 2.6 thousand 

individuals could be developed by semi-automatic annotation 
with a human in the loop. Mohamed [26] aimed to increase the 
accuracy of a 2D face recognition system by learning 
discriminative features using a CNN of 15 layers. The network 
is trained using the stochastic gradient descent technique. Their 
research suggests that the Face96 database has a 99.6% accuracy 
rate.  

 Benkaddour et al. [24] proposed a deep learning-based 
hybrid algorithm for face identification and recognition. A 
convolutional neural network (CNN), a support vector machine 
(SVM), and principal component analysis are used in the 
technique. The CNN was employed for feature extraction, while 
the SVM is being used as a classifier. To minimize the 
dimensionality of facial traits, they applied the Principal 
Component Analysis (PCA) technique.  

The findings of their experiment reveal that their proposed 
technique has resulted in a significant improvement in model 
recognition accuracy. Najm et al. [27] proposed integrating and 
exploiting CNN for human face recognition and categorization 
in a variety of applications. In their paper, they present a deep 
learning-based CNN approach with fuzzy logic to get a higher 
degree of exactness in the facial grin. The predictive feature of 
the human face can be exploited for a criminal investigation of 
the social analytics-based application using this method [16]. 

IV. MATERIALS AND METHODS 

A. Methods 

This research aims to achieve better network performances 
and human face recognition with a higher recognition rate, 
without system overfitting and with less computational load 
[14]. Image registration, powerful feature extraction, and 
classification models are the key points to use in achieving the 
above aims. To achieve the aims, we employed the use of a 
hybrid deep learning method that involved multilayer 
CNN+SVM [17]. In addition, a new middle block convolution 
regularization algorithm (MBCRA) was developed to enhance 
stabilized network training and processing speed [28]. The 
multilayer CNN is for feature extraction and classification. The 
SVM in this model is responsible for further feature extraction 
and final classification, utilizing the face characteristics 
extracted by the CNN. This hybrid system is capable of 
extracting more features than the standard CNN [20].  

The SVM has several advantages in addressing high-
dimensional pattern recognition and nonlinear classification 
applications. On the other hand, the CNN model can receive 
images as direct input, manage them for rotation, scaling, image 
distortion, and translation, and can automatically extract useful 
face characteristics [29]. The research also adopted the mini-
batch stochastic gradient descent training technique to train the 
proposed models. A batch size of 400 was used for the training 
of the models. This means that 400 samples from the training 
dataset will be used to estimate the error gradient before the 
network weights are updated[18]. 

The strength of our model is based on adding the new 
MBCRA to the model architecture and a step of data 
augmentation technique  after the normal pre-processing step, to 
generate and build a suitable dataset for the training and testing 
of the proposed model [19]. The database is derived from the 



two public benchmark databases, namely the Caltech 
101_ObjectCategory database and the Label Faces in the Wild 
database. 

B. System Model Design  

 Most of the very simple CNN structures developed by 
numerous researchers originate from LeNet-5, which contains a 
very simple topology of layers [2]. LeNet-5 encompasses seven 
(7) layers, all of which contain trainable parameters (weights), 
with an input size of 32x32 pixel images [30]. This research 
proposes to study and develop an enhanced deep learning 
approach for face recognition [21]. The research proposes to 
study the architectural design of a simple LeNet-5 convolutional 
neural network and to modify the hybrid CNN+SVM developed 
by [2] by adding more layers to their original 7-layer 
architecture. The structural topology of our multi-layer 
CNN+SVM will have multiple layers of architecture [32]. The 
improvement of the model structure is achieved by adding more 
layers and network features of MBCRA that ensure a high 
recognition rate while maintaining network training stability, 
performance, and processing speed[33]. 

C. The Topology of the Proposed Multilayers CNN 

The Architectural Designed of the proposed multilayers 

Convolutional neural network consists of a single input layer (1) 

labeled as INPT-L, six (6) convolutional layers labeled as C1, 

C2, C3, C4, C5 and C6 respectively. The structure has four (4) 

Rectifiers Linear Unit (ReLu) layer label as R1 to R4, four (5) 

Batch normalization layers’ label as BN1 to BN5, four (4) Max 

pooling layers MP1 to MP4, one (3) Dropout layer label as DO-

L, two (2) fully connected layers, and SVM classification layer 

[34]. Each layer in this topology is a connected layer of linear 

mapping of a different number of face image data [31]. 

 

V. DATASETS 

The data acquisition process is concerned with the methods used 
to obtain a large number of training and testing datasets for the 
proposed model. In this paper, we proposed collecting a 
sufficient number of datasets from two publicly available 
databases, namely the Caltech-101-Object-Category database 
and the Label Face in the Wild (LFW) Database (shown in figure 
4). Caltech's-101-Object-Category database has 450 facial 
photos of 27 different persons. The photographs are 325 × 495 
pixels in Jpeg format, with varying expressions, backgrounds, 
and lighting, but this study advocated cropping and reducing 
each face image to 64x64 pixels.  

 

 

 

 

Fig 1.  Shows the sample face images from the Caltech 
101_ObjectCatogary database. 

The LFW database, on the other hand, comprises 13,233 target 
face images of 5749 different people. There are 1680 people in 
the database who have two or more photos. The remaining 4069 
people have only one image in the database [38]. Figure 5 
illustrates the image samples of LFW. 

The images are available in JPEG format with a resolution of 
250 x 250 pixels. The majority of the images are in color, with 
only a few in grayscale. In this study, we recommended using 
4,200 selected face images from this database. For the training 
and testing of the proposed models, all of these images are in the 
color scheme, resized to 64x64 pixels, and in their original jpg 
format. 

 

 

 

 

 

 
Fig. 2.  Shows the sample face images from Label Faces in the Wild in 

resize scale of (64x64) pixel. 

 In this study, we proposed using 5280 human face images of 

132 different people. Each person has 40 different face images. 

In doing this, we used dynamic data augmentation and 

preprocessing techniques to generate many synthetic face 

images from the face images of each individual [35]. 

We created 1,080 face images of 27 people using the Caltech-

101-objects-categories database and 4,200 images of 105 

people using the LFW. This gives us a total of 5,280 face 

images. The 5280 images were divided into 5280/100 x 70 = 

3,696, which is 70%, and 5280/100 x 30 = 1,584, which is 30%. 

for both training and testing purposes. The first 70% is for 

training, while the remaining 30% is for testing [36]. 

TABLE I.  TABLE 1. DATABASE COMPARISON 

From the table I, the proposed AS_Darmaset database has the 

largest collection of 5280 face images outside the LFW.  

VI. EXPERIMENTS 

This section covers the experimental analysis done on the 
proposed deep learning model of CNN+SVM for face 
recognition systems. The experiment was carried out with the 
proposed AS Darma_set of 5280 face images of 135 people. 
This database was created by combining some of the face 
images selected from the two publicly available datasets. 
Caltech 101_ObjectCategory and Label Faces Databases in the 
Wild[37]. 

The experiment was carried out to determine the advantages of 
using a sophisticated regularization technique for deep learning 
algorithm to improve the performance of the face recognition 
system. We compared the accuracy and loss errors caused by the 
proposed model with that of three other deep learning 
approaches for face recognition system. To aid in the selection 
of the best and most powerful model in terms of performance 

DATASETS PEOPLE IMAGES 

Caltech 

101_objects_Categories 

27 450 

Label Faces in the Wild 5749 13233 

AS_Darmaset for   

Proposed model  

132 5280 

Face96 Dataset for 9 Layers 
CNN & SVM by  [15]  

200 2200 

FERET Dataset for 15 Layers 

CNN by [26] 

152 3040 



and processing speeds. Furthermore, the study investigated the 
ability of the new developed regularization approach of 
MBCRA used in the proposed model architecture to increase 
network training stability, speed and performance.   

VII. EXPERIMENT WITH HYBRID MODEL OF MULTI-LAYERS 

CNN+SVM COUPLE WITH MBCRA 

We first used the proposed model for segmentation, feature 
extraction, and classification, all on a hybrid deep learning 
model [39]. MATLAB R2018b was used in developing and 
implementing the four deep learning models. It was also 
employed to carry out the experiments. Because it is the 
appropriate programming software for engineering and artificial 
intelligence systems.  

The architecture of the proposed models is designed to run on 
the HP Elite Book 854w Mobile Workstation. The system has 
an Intel Core i7 M620 @ 2.67GHz processor with 8.00GB of 
inbuilt physical memory. Four experiments were carried out. 
The first experiment was for the proposed multilayer 
CNN+SVM, the second was for 15-layer CNN, the third was for 
9-layer CNN with SVM, and the fourth was for 7-layer CNN. 
The experiments were conducted on the AS_Darmaset, which 
has six different classes of face image variations.   Cosmetic 
effects, facial expression, occlusion, faces of older age, pose 
variation, and faces of younger age are six classes of face image 
variations.  Each of these classes contains 880 face images. Each 
class comprises face images of 22 people, and each person has 
40 face images of size 64x64 pixel. For this experiment, the 
proposed model's architecture was outfitted with a newly 
constructed MBCRA, a regularization method involving two  
convolutional layers, single batch normalization layer, and a P = 
45% dropout. For proper network training, computational 
stability and convergence speed, the method was integrated with 
the pre-activation batch normalization method.   

TABLE II.    RESULT OF THE LABEL COUNT               

                                                                                                                                                                                               

 The proposed model yielded the label count result shown in          

Table II. The model can figure out how many images are in 

each class. The label count is a table that contains the labels for 

each class as well as the number of images [8]. The model is 

capable of detecting, categorizing, and calculating the number 

of images in each of the six classes. 

 

 

 

 

 

TABLE III.    TRAINING PLOT DETAILS FOR THE PROPOSED CNN                                                                                                                                                                                                                                                                                                 

TRAINING FROM SCRATCH.                                                   

 

 

 

 

 

 

 

 

 

 

 

 

 

Table III. displays the data received from the experiment's 

training plot. It displays the training accuracy, validation 

accuracy, training loss, and validation loss in the figure 7 

below. 
 

 

 

 

 

 

 

 

 

 

 

 

 Fig.  3.  Training progress plot graph of the proposed 22 layers CNN. 

Fig. 3 is the training progress graph. The first graph at the top 

represents training accuracy (classification accuracy). The x-

axis represents a scale from 0 to 80 epochs and iterations from 

0 to 880, respectively, while the y-axis represents the accuracy 

values scale from 0% to 100%. The loss function (cross-entropy 

loss errors) is represented in the second graph at the bottom. 

The gradient is estimated using the iteration indicated in this 

graph. A light blue line and a dark blue line represent 

classification accuracy. This accuracy was obtained by 

implementing a smooth approach for training accuracy. The 

classification accuracy of the entire validation dataset is defined 

by the interrupted black dotted line. The number of iterations of 

each epoch is represented by the dotted black markings (points) 

on the black dashed line. We have set the model to 90 iterations 

per epoch on the graph.  

It is clear that the model began to converge around 

epoch 9, iteration 90, with training accuracy nearing 100%. and 

validation accuracy reaching 99.62%. The network continued 

to converge successfully until epoch 28, iteration 300, where 

the training accuracy dropped to 99.75% and the validation 

accuracy increased to 99.87%. With the power of the batch 

normalization and dropout in the MBCRA and the dropout in 

Label Name  Label Count 

Facial Expressions 880 

Makeup 880 

Occlusion 880 

Old Age Faces 880 

Pose 880 

Younger Age Faces 880 

Parameters  Values 

Trained  Acc.  100.00% 

Testing  Accuracy  99.87% 

Status  Completed 

Processing Time  28 min 08 sec 

Epoch  80 

Iteration  880 

Frequency 90  



the fifth convolutional unit, the training accuracy regained its 

convergence rate at epoch 32 and iteration 350 with 100.00% 

accuracy and the validation accuracy rate 99.87% was 

maintained. In the last epoch, 80 and iteration 880, the training 

and validation accuracy of 100.00% and 99.87%  

 

remained unchanged. All this was achieved using the 

regularization operation performed by MBCRA in 28 minutes 

and 8 seconds of processing time. The loss function is presented 

at the bottom of the second graph. The light orange line 

indicates the training loss, whereas the dark dotted line 

represents the validation loss. 

The broken line represents the loss on each mini-batch as well 

as the loss on the validation dataset [9]. The number of images 

used for the training and validation is 70% for the training that 

was selected randomly, while the remaining 30% is used for the 

validation (testing). The training and validation loss functions 

(the light orange and dark dotted lines) have converged to the 

minimum error at the last epoch of 80 and iteration 880 with a 

training loss value of 0.0020 and a validation loss value of 

0.0075, respectively [10]. This shows that both the middle 

blocks convolutional regularization algorithm (MBCRA) and 

the pre-activation batch normalization algorithm (PABNA) 

used in the model architecture work well, since the proposed 

batch normalization, dropout, and ReLU activation function 

hybrid model consistently gains very low training and 

validation loss error rates and achieves immediate convergence 

speed. 

 

A. Model Performance Evolution Matrix 

 

Sometimes the deep learning models give out an accuracy of 

90%, 91%, up to 99%, and so on, but this is not what we need 

to depend on from the models' given accuracy. Because 

sometimes that doesn’t reflect the actual truth of the result. To 

appraise the true performance of the proposed hybrid multilayer 

CNN+SVM architecture on each of the six classes of face 

variation, this study adopted an evaluation metric evaluation 

measures of accuracy, precision, recall, and f1-score to evaluate 

and prove the good performance of the proposed model on the 

multi-class classification of six human face image versions. The 

model accuracy is achieved by dividing the correctly classified 

samples by all the samples. 

 

                Precision =   
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                 (1) 

 

               Recall =        
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                 (2) 

 

 

         Accuracy =    
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                     (3) 

 

         F1-Score =  
2(Precision)∗(Recall)

Precision+Recall
               (4) 

 

 Where TP, TN, FP, and FN denote true positive, true negative, 

false positive, and false negative, respectively [11].  

TABLE IV.   PERFORMANCE EVALUATION RESULT FOR THE PROPOSED 

MULTILAYERS CNN+SVM BASED ON 6 CLASSES OF VARIATIONS 

 

Table IV shows the performance evaluating results of the 

proposed hybrid multilayer CNN+SVM based on each class of 

face image variations (uncontrolled conditions) that involve the 

classes of facial expiration, facial makeup, occlusion, old age, 

pose, and young age variations. The results were obtained using 

four measurement standards, including accuracy, precision, 

recall, and f1-score, respectively. From the table, it can be seen 

that the best value among all the measurements is precision. 

So the result shows higher precision and a higher recall. This 

implies that the proposed model avoids making excessive 

mistakes during classification, indicating that it makes reliable 

predictions and is robust. The evaluation table clearly shows 

that the suggested multilayer CNN+SVM has a robust feature 

extraction and classification capability, with an average 

accuracy of 0.9998, precision of 1.00, recall of 0.9987, and f1-

score of 0.9994.  

The f1-score shows that both precision and recall are in balance, 

as the f1-score has a value of 0.9994, which is close to 1. 

Generally, the proposed model has better performance in terms 

of all the measurement standards. Above all, the proposed 

model has good performance for face recognition applications 

under different uncontrolled conditions. This mean the 

proposed model shows resilience to all the six classes of face 

image variations that involves facial expressions, facial 

makeup, occlusion, age-related variation, and pose. 

 

B. Comparative Analysis on the Four Models 

Performance Evaluation Results 

In this section, the study explicates the details of the 

performance evaluation results obtained from the four deep 

learning architectures. To test and compare the performance of 

the proposed Multilayer CNN+SVM architecture with that of 

the other three deep learning models. The study still used the 

four performance evaluation metrics of accuracy, precision, 

recall, and F1-score. The loss error performance graph curve in 

  Deep 

Learning 

Models  

 Performance Evaluation    

Classes of 

Variations  

 

Accurac

y 

 

Precisi

on 

Sensitivi

ty 

(Recall) 

 

F1-

Score 

 

Multylay

er CNN+ 

SVM 

Facial 

Expression 

1.00 

1.00 1.00 

1.00 

 Makeup 1.00 1.00 1.00 1.00 

 Occolusion 1.00 1.00 1.00 1.00 

 
oldAge 

 

0.9988 
1.00 0.9923 

0.9961 

 Pose 
 

1.00 
1.00 1.00 

1.00 

 YongerAge 1.00 1.00 1.00 1.00 

 Average 
0.9998 

1.00 0.9987 
0.9994 



figure 14 was also used to demonstrate the good performance 

of the proposed hybrid model.  

  Loss = 
1

𝑚
∗ ∑ 𝑦𝑖 𝑙𝑜𝑔𝑓(𝑥𝑖)

𝑚

𝑖=1
           (5) 

 

Where  𝑚 is the value of training images  𝑥𝑖 and 𝑦𝑖 are 

the input and expected output respectively, 𝑓(𝑥𝑖) 

denoted the real output. 

Fig. 4. Validation Loss Comparison between the proposed MLTYLY CNN 

and Three Deep Learning Model Architectures. 

Fig. 4 shows the comparison line curve for validation loss errors 

between the proposed hybrid multilayer CNN (solid blue line) 

and three other deep learning architectures that involve 15-layer 

CNN (dash red line), 9-layer CNN+SVM (dotted marron line), 

and 7-layer CNN (solid bobble pink line). The proposed hybrid 

model architecture has the lowest and most stable loss error of 

the four model architectures. More specifically, the proposed 

model starts to be more stable at epoch 17 and lasts up to epoch 

80. This means the model has an earlier convergence at epoch 

17 with an error value of 0.0075, while it continues to be stable 

to the last epoch with an error value of 0.0075. These results 

show that the proposed model has the representational power to 

overcome the problem of gradient disappearance since the 

validation loss values have continued to have the same loss 

values around zero values right from the beginning.  

This indicates that the regularization effect of both the 

MBCRA and PABNM is strong enough to prevent the proposed 

model from overfitting. While the other three models still 

exhibit dramatic fluctuations up to the 80th epoch, more 

specifically, the 15-layer CNN has a higher error value of 

0.0872. This model has an overlapping loss error; it conjectures 

that the model has nowhere near the representational power to 

classify any of the face images in the six classes of the dataset 

correctly compared to the other three models due to its 

overlapping error. It indicated that the model is not stable and 

has a higher overfitting problem. Generally, it can be stated that 

the proposed hybrid model has good performance in classifying 

all the six classes of face variations.  

TABLE V.   COMPARATIVE ANALYSIS OF FACE RECOGNITION ABILITY 

OF DIFFERENT DEEP LEARNING MODELS FOR OVERALL PERFORMANCES 

 

The performance evaluation results for each of the four deep 

learning models are shown in Table V. From the table, it can be 

seen that the best value among all the measurements is the 

average precision of the proposed hybrid multilayer 

CNN+SVM, with a value of 1.00. This signified that the model 

is avoided making a lot of mistakes during classification, so it 

indicates that the proposed model is making correct predictions 

and is robust. In this section,  

the evaluation table gives a clear indication that the proposed 

multilayer CNN+SVM has a robust feature extraction and 

classification capability when compared with the other three 

models. It can be seen that the proposed model has a high 

average accuracy of 0.9998, average precision of 1.00, average 

recall of  

0.9987, and an average f1-score value of 0.9994 The f1-score 

indicates that precision and recall are balanced since it has a 

value of 0.9994, which is close to 1. 

 The lowest performance result, on the other hand, 

goes to the 7-layer CNN, which has an average accuracy of 

0.9867, an average precision of 0.9641, a recall of 0.9809, and 

an f1-score of 0.9717. Overall, the proposed model performs 

better across all measurement standards. Furthermore, the 

proposed model performs well in face recognition applications 

under a variety of uncontrolled conditions, most notably in the 

categories of facial expressions, cosmetics, occlusion, old age, 

posture, and younger age. From the comparative analysis table 

above, it can be noticed that the proposed MLYCNN+SVM has 

a training completion time of 28 min 08 seconds, which is 0.47 

sends faster than the 15-layer CNN and 2 min 41 seconds faster 

than the 9-layer CNN. Though the proposed model is 6 min 76 

seconds slower than the 7-layer CNN, which has a training 

completion time of 21 min 29 seconds. When considering the 

number of their internal connected layers, the completion time 

of the proposed model is almost the same as that of the 7 layers 

of CNN. 

VIII. CONCLUSION 

This research presents an improved and efficient framework for 

human face recognition applications based on a hybrid deep 

learning technique involving multilayer convolutional neural 

networks (CNN) and support vector machines (SVM). The 

research analyzes the effects of regularization strategies by 

incorporating a new MBCRA into the proposed model's design. 

 Performance Evaluation     

Deep 

Learning 

Models 

Average 

Accuracy 
Average  

Precision 

Average 

Recall 

Average 

F1-Score 

Proce

ssing 

Time  

Proposed 

MLYCNN+
SVM  

0.9998 

1.00 0.9987 

0.9994 28: 08  

15-LYCNN 

[17]. 

0.9964 
0.9868 0.9870 

0.9874 28:55 

sec 

9-LYCNN 
(Guo et al, 

2017). 

0.9957 
0.9872 0.9873 

0.8218 30:49 
sec 

7-LYCNN 
[19]. 

0.9867 
0.9641 0.9809 

0.9717 21:29 
sec 



The study shows that multi-layer CNN+SVM is more effective 

when using a batch normalization layer in between a 

convolutional layer and a dropout, with a 45% probability of 

dropout in the middle convolutional unit. This is important 

when using large training and testing datasets. 

 

The performance evaluation result obtained from each of the 

four models shows that the proposed model is more robust for 

face image classification under all the six unconstrained 

conditions when compared with the 15-layer CNN, which has 

a problem in classifying face images under occlusion with an 

accuracy of 0.9950 and young age variation with an accuracy 

of 0.9940. When compared with 7-layer CNN and 9-layer 

CNN, these two deep learning models have the problem of 

classification under facial expressions, older age, and young 

age variations. Deep learning methods with multiple 

convolutional connections can extract more complicated facial 

characteristics. 
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