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Abstract: 

The mapping, visualisation and representation of the Earth’s topography is an important problem confronting 

cartographers, and open-access global Digital Elevation Models (DEMs) are increasingly being used for these purposes. 

Moreover, the limited availability of high-resolution DEMs means that open-access DEMs are relevant for updating 

topographic maps, particularly in data-sparse regions. Nonetheless, such open-access DEMs are known to suffer from 

vertical accuracy defects caused by a myriad of problems. Hence, techniques for enhancing or improving their vertical 

accuracies are an active area of research (e.g., Bagheri et al., 2018). The aim of this study is to assess the capability of 

tree-based supervised machine learning algorithms for enhancing the vertical accuracy of the 30m Copernicus DEM. 

Five models are compared with a 30m Copernicus-derived DEM in Cape Town, South Africa. The models used were 

Random forest (RF), AdaBoost (Adaptive boosting), XGBoost (Extreme gradient boosting), LightGBM (Light gradient 

boosting machine), and CatBoost (Categorical boosting). Initially, the Copernicus DEM was compared to a reference 2m 

aerial LiDAR dataset, and height errors (∆ℎ) were derived. Subsequently, the models were trained at five different sites 

using Copernicus-derived terrain parameters (elevation, slope, aspect, surface roughness, topographic position index, 

terrain ruggedness index, terrain surface texture, and vector ruggedness measure) and land cover parameters (urban 

footprints, percentage tree cover, and percentage bare ground cover) to predict the height errors. Prior to the extraction of 

training (80%) and test (20%) samples, all datasets were pre-processed through datum harmonisation, co-registration and 

resampling to ensure coincidence in the pixel-to-pixel analysis. The extraction of parameters was performed within a GIS 

environment. Subsequently, the training and test samples were converted to csv format and imported into Google Colab 

where the models were implemented using python scripting and other open-source packages with their baseline default 

parameters (i.e., without hyperparameter tuning). At the test sites, analysis of the predicted versus actual height errors 

showed a reasonable predictive capability of Random Forest, XGBoost, LightGBM and CatBoost, except for AdaBoost 

which performed below expectation at several sites. Figure 1 shows the coefficients of determination (R2) between the 

predicted and actual height errors at the cultivated sites.  

 
Figure 1. R-square of predicted versus actual height errors at the cultivated sites, (a) Random Forest (b) AdaBoost (c) 

XGBoost (d) LightGBM (e) CatBoost. 
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Thereafter, the trained models were applied for predicting height errors and deriving corrected DEMs (i.e.., 

𝐷𝐸𝑀𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 =  𝐷𝐸𝑀𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − ∆ℎ) at five independent sites with similar terrain characteristics. The accuracy measures 

are presented in Table 1. 

Land type Mean absolute error (m) Root mean square error (m) 

Original 

DEM 

Corrected DEM Original 

DEM 

Corrected DEM 

RF Ada 

Boost 

XG 

Boost 

Light 

GBM 

Cat 

Boost 

RF Ada 

Boost 

XG 

Boost 

Light 

GBM 

Cat 

Boost 

Urban/ 

Industrial 

1.09 0.60 0.66 0.63 0.70 0.70 1.48 0.86 0.96 0.88 0.95 0.97 

Cultivated 

Field 

0.42 0.35 0.59 0.36 0.36 0.38 1.23 0.79 1.06 0.78 0.81 0.86 

Mountain 4.85 5.01 12.28 4.82 5.08 5.10 10.24 9.20 17.43 9.05 9.61 9.34 

Peninsula 0.35 0.34 0.42 0.34 0.36 0.31 0.52 0.53 0.63 0.54 0.62 0.49 

Grassland/ 

Shrubland 

0.50 0.29 0.26 0.28 0.24 0.29 0.56 0.46 0.37 0.41 0.36 0.42 

Table 1. Comparative analysis of Copernicus DEM  after correction 

Figure 2 shows visualisations of the corrected DEMs at an urban/industrial site. There is a remarkable reduction in the 

vertical errors achieved by the tree-based models. For example, the MAE of the original DEM in the grassland/shrubland 

area was improved by 53% with LightGBM. Similarly, the RMSE and MAE in the urban/industrial area improved by 

42% and 45% respectively using Random Forest. The MAE improvement by XGBoost was 42% (urban/industrial) and 

15% (cultivated fields). The models’ performance varies based on the environment, e.g., the highest reduction in RMSE 

was by XGBoost in the Table Mountain, LightGBM in grassland/shrubland and CatBoost in the Cape Peninsula areas.  

 

Figure 2. Visual comparison of the corrected Copernicus DEM in the Cape Town urban/industrial area 

Visually, the corrected DEMs from Random Forest, XGBoost, LightGBM and CatBoost show several topographic 

improvements such as smoothing of rough edges, enhanced stream channel conditioning and diminution of coarse/grainy 

pixels. This shows the capability of tree-based ML models for improving the vertical accuracy of coarse resolution DEMs, 

with further gains in topographic mapping. This low-cost approach can be adopted by national mapping organisations 

with budgetary constraints to enhance wide-area DEMs for producing more accurate topographic maps and cartographic 

products. Further work to improve the accuracy gains is ongoing. 
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