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#### Abstract

We show that the classical approach to the soundness of dataflow analysis is with respect to a syntactic path abstraction that may be problematic with respect to a semantics trace-based specification. The fix is a rigorous abstract interpretation based approach to formally construct dataflow analysis algorithms by calculational design.
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## 1 Introduction

The very first data flow analysis algorithms $[2,1,3,4]$ were postulated: map the program to a control flow graph (CFG), derive binary vector fixpoint equations using transfer functions/transformers to abstract the actions in the CFG, solve iteratively or by elimination, the result is postutaled to be the abstract information available on the program semantics. We call this approach "syntactic" since the values of the variables are not taken into account at all by the transfer functions/transformers in the equations.

Gary Kildall proposed to reason on paths in the CFG [21]: define the abstract information available on any path in the CFG by composition of syntactic transfer functions/transformers along that path and then merge/join/meet the information on all paths. In general, this yields more precise results than the fixpoint equations (except for distributive frameworks where transformers preserve joins/meets and the results are the same). This is an abstract form of soundness since one can prove that the solution of the equations over-approximates the merge over all paths solution. [12, Section 9] showed that the merge over all paths solution is also the solution of fixpoint equations taken over the disjunctive completion $[12,15]$ of the original abstract domain. So the imprecision is not due to the equations but to the abstract domain [16].

Bernhard Steffen observed that by considering the CFG as a transition system, the information along a path can be specified by a modal/temporal logic formula [28, 29]. Model-checking over all paths yields the abstract information available about the program semantics. The specification is concise and an existing model-checker can be reused for the implementation. Fixpoint iterates convergence requires the abstract domain to be finite (which excludes e.g. Kildall's constant propagation [21] for which the model checker would not be guaranteed to terminate). The information on the program semantics is still defined with respect to a syntactic abstraction of the semantics, not the semantics itself.

To solve this problem, David Schmidt proposed to get the abstraction of the paths by abstract interpretation of a trace semantics [25]. Now the information
extracted from the program is related to the semantics, but indirectly, since it is postulated syntactically on abstract paths, not on the traces of the semantics itself.

David Schmidt used his model to explore "Why some flow analyzes are unsound?" and claimed that the live variable analysis is unsound [25, Section 7]. As shown in [14] this is because the analysis is about potential liveness while David Schmidt's counter-example is on definite liveness. David Schmidt claims that this is not a problem in practice since the information is used dually [25]. If a variable is not potentially live, it is definitely dead and its value need not be stored e.g. in a register. But if a data flow analysis were wrong, its dual would be wrong too. As shown by this erroneous reasoning, the syntactic modal/temporal specification on abstract paths but not directly on the semantics may be problematic.

In this paper, we explore the definition of dataflow analyses by direct abstraction of the trace semantics. So the abstract information extracted by the static analysis is directly related to the program trace semantics, not to an abstraction of this semantics. In this way, values of variables can be taken into account, which is not the case with temporal specifications on abstract paths. The analyzes should therefore be more precise and provably sound.

Surprisingly, this approach shows that the abstract syntactic definition of liveness is unsound with respect to its semantic definition. The problem is both for definite and potential liveness. The problem comes from the fact that the semantic definition takes values into account while the abstract definition hence the resulting dataflow analysis algorithm captures that incorrectly.

Example 1 For definite liveness, consider for example if $\ell_{1}(x==0) \ell_{2} x=x-x$; where $x$ is dead on exit. The syntactic equational and path-based definitions of definite liveness both yield $x$ is live at $\ell_{1}$ and $\ell_{2}$. However, this program is equivalent to if $\ell_{1}(x==0) \quad \ell_{2} x=0$; so $x$ is not live at $\ell_{2}$. Moreover, this last program is itself equivalent to $\ell_{1}$; (skip) so that no variable, in particular $\times$ is live at $\ell_{1}$. Therefore the semantic definition of definite liveness at $\ell_{1}$ and $\ell_{2}$ in the original program if $\ell_{1}(x==0) \quad \ell_{2} x=x-x$; should be that $x$ is not live, in contradiction with the syntactic equational and path-based definite liveness.

Potential liveness or, dually, definite deadness is not better.
Example 2 For definite deadness, consider $\ell_{1} \mathrm{x}=\mathrm{y}-\mathrm{y}$; $\ell_{2}$ where x is live at $\ell_{2}$ on exit. Syntactically, $x$ is not used in $y-y$ and $x$ is modified by the assignment so $x$ is syntactically dead at $\ell_{1}$. Semantically, $x$ is not used in $y-y$ since changing the value of $x$ at $\ell_{1}$ will not change the value of $y-y$ which is always 0 . However, assume $\mathrm{x}=0$ at $\ell_{1}$ then the assignment $\ell_{1} \mathrm{x}=\mathrm{y}-\mathrm{y}$; does not modify this value. So in that case x is not modified by the assignment and therefore x is live at $\ell_{1}$ i.e. if the precondition $x=0$ is always true, the compiler is allowed to remove the assignment. For all other initial values $x \neq 0$ at $\ell_{1}$, the assignment does modify this value by assigning 0 in which case x is dead at $\ell_{1}$. So syntactically, x is definitely dead at $\ell_{1}$ while, semantically, this is not always the case (i.e. when x is 0 at $\ell_{1}$ ).

To solve these soundness problems, we first define a structural fixpoint trace semantics in Section 2. Then, in Section 3, we first provide an intuitive semantic definition of liveness by abstraction of a trace semantics: "a variable is live at some point if its value may be read before the next time it is modified". The above examples 1 and 2 show that the classical syntactic liveness algorithm is unsound with respect to this definition. At that point we could change the algorithm or the liveness definition. We choose the second alternative (so as not to have to change compilers, but this choice is arbitrary!). This second definition "a variable is live at some point if its value may be read before the next time it is assigned to" mixes a syntactic (assignment) and a semantic (value) points of view (thus preventing meaningful program syntactic transformation such as useless assignment elimination). It specifies exactly in what sense the classical syntactic deadness/liveness algorithm [19, 20, 18] is sound. Then by a further purely syntactic abstraction "a variable is live at some point if its value may be used before the next time it is assigned to" (where use and assigned to are defined syntactically, thus preventing expression and assignment optimizations), we get, by calculational design [9], the classical syntactic potential liveness algorithm [19, 20,18 ] in Section 4, and the dual definite deadness algorithm in Section 5. The definition of the trace semantics is structural, so we get the classical syntactic deadness/liveness algorithm in structural form. Surprisingly, there is no fixpoint iteration and the (implicit) equations are solved by elimination, which is more efficient. This is comparable to equation resolution by elimination for reducible flowcharts [27, 24, 26] but much simpler and efficient. In Section 6, we discuss whether liveness analysis is correctly used for code optimization. We conclude in Section 7. The Appendix contains the formal version of informal definitions and the missing proofs.

## 2 Syntax and Trace Semantics

Programs are a subset of $C$ with the following context-free syntax.

```
x,y,\ldots}\in
    A \in\mathbb{A}::=1|x| A | - A 
    B \in\mathbb{B}::= A 
    S \in S ::=
            x = A ;
            | ;
            | if(B) S | if (B) S else S
            | while (B) S | break;
            | { Sl }
Sl\in\mathbb{SD ::= Sl S | \epsilon}
    P}\in\mathbb{P}::= s
```

variable ( $V$ not empty)
arithmetic expression
boolean expression
statement
assignment
skip
conditionals
iteration and break
compound statement
statement list
program

A break exits the closest enclosing loop, if none this is a syntactic error. If P is a program then int main () \{ P \} is a valid C program. We call "[program]
component" $S \in \mathbb{P} \mathbb{C} \triangleq \mathbb{S} \cup \mathbb{Z} \cup \mathbb{P}$ either a statement, a statement list, or a program.

### 2.1 Program labels

Labels are not part of the language, but useful to discuss program points reached during execution. For each program component S, we define informally (rigorous definitions are given in the Appendix A.1)
at $\llbracket \mathrm{s} \rrbracket \quad$ the program point at which execution of s starts;
aft $\llbracket \mathrm{s} \rrbracket$ the program exit point after $s$, at which execution of $s$ is supposed to normally terminate, if ever;
esc $\llbracket \mathbb{s} \rrbracket$ a boolean indicating whether or not the program component s contains a break ; statement escaping out of that component s ;
brk-to【s】 the program point at which execution of the program component s goes to when a break ; statement escapes out of that component s;
brks-of $\llbracket \mathrm{s} \rrbracket$ the set of labels of all break; statements that can escape out of $s$
in $\llbracket \mathbf{s} \rrbracket \quad$ the set of program points inside $\mathbf{S}$ (including at $\llbracket \mathbf{s} \rrbracket$ but excluding aft $\llbracket \mathbf{s} \rrbracket$ and brk-to $\llbracket \mathrm{s} \rrbracket$ );
labs $\llbracket \mathrm{s} \rrbracket$ the potentially reachable program points while executing $s$ either at, in, or after the statement, or resulting from a break.

### 2.2 Traces

Because liveness analysis at a program point relates the past, present, and future of a computation, we use a trace semantics relating the past computation reaching that program point to the future computation continuing this past computation. For simplicity, the program point where liveness is calculated is the entry point at $\llbracket \mathrm{s} \rrbracket$ at a program component s .

A trace $\pi \in \mathbb{T}^{+\infty}$ is a sequence of states separated by events. States are program labels designating the next action to be executed in the program. The events record the effect of this execution i.e. the value assigned to a variable, a test B which is true (marked (B)) or false (marked ( $\neg \mathrm{B})$ ), a break ; exiting from a loop, or a skip when execution goes on with no variable modification. For example, the program

$$
\begin{equation*}
\ell_{1} x=x+1 ; \text { if } \ell_{2}(x<0) \ell_{3} x=0 ; \ell_{4} \tag{1}
\end{equation*}
$$

executed with initial value 0 of $x$ has execution trace $\ell_{1} \xrightarrow{x=x+1=1} \ell_{2} \xrightarrow{\neg(x<0)}$ $\ell_{4}$. A trace $\pi$ can be finite $\pi \in \mathbb{T}^{+}$or infinite $\pi \in \mathbb{T}^{\infty}$ (recording a non-terminating computation) so $\mathbb{T}^{+\infty} \triangleq \mathbb{T}^{+} \cup \mathbb{T}^{\infty}{ }^{1}$. Trace concatenation $\cdot$ is defined as follows

$$
\begin{array}{lll}
\pi_{1} \ell_{1}-\ell_{2} \pi_{2} & \text { undefined if } \ell_{1} \neq \ell_{2} & \pi_{1} \cdot \ell_{2} \pi_{2} \triangleq \pi_{1} \text { if } \pi_{1} \in \mathbb{T}^{\infty} \text { is infinite } \\
\pi_{1} \ell_{1}-\ell_{1} \pi_{2} \triangleq \pi_{1} \ell_{1} \pi_{2} & \text { if } \pi_{1} \in \mathbb{T}^{+} \text {is finite } &
\end{array}
$$

In pattern matching, we sometimes need the empty trace $\ni$. For example if $\ell \boldsymbol{\ell}^{\prime}$ $=\ell$ then $\pi=\ni$ and so $\ell=\ell^{\prime}$.

[^0]States do not record the value of variables $\times \boldsymbol{\varrho}(\boldsymbol{\pi}) \times$ is the last value assigned to $x$ on trace $\pi$ (or 0 at initialization).

$$
\begin{equation*}
\varrho(\ell) \mathrm{x} \triangleq 0 \quad \varrho\left(\pi^{\ell} \xrightarrow{\mathrm{x}=\mathrm{A}=v} \ell^{\prime}\right) \mathrm{x} \triangleq v \quad \varrho\left(\pi^{\ell} \xrightarrow{\cdots} \ell^{\prime}\right) \mathrm{x} \triangleq \varrho\left(\pi^{\ell}\right) \times \quad \text { otherwise } \tag{2}
\end{equation*}
$$

### 2.3 Trace semantics

The trace semantics of a program component S is a relation between past traces reaching the entry point at $\llbracket \mathbf{s} \rrbracket$ and future traces recording the computation of $\mathbf{s}$ from at $\llbracket \mathbf{S} \rrbracket$. For example, program $\mathbf{S}$ in (1) has the following two pairs of traces in its trace semantics.

$$
\begin{aligned}
& \left\langle e_{0} \xrightarrow{x=0=0} \ell_{1}, \ell_{1} \xrightarrow{x=x+1=1} \ell_{2} \xrightarrow{\neg(x<0)} e_{4}\right\rangle \in \mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket \\
& \left\langle e_{0} \xrightarrow{x=1=1} \ell_{1}, \ell_{1} \xrightarrow{x=x+1=2} \ell_{2} \xrightarrow{\neg(x<0)} e_{4}\right\rangle \in \mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket
\end{aligned}
$$

In the maximal trace semantics $\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket$, the observation of the future computation is maximal. It is finite when the program execution stops and infinite when the execution does not terminate. In the prefix trace semantics $\boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket$, the observation of the future computation is finite and can stop at any time during the execution (in particular just at the program entry). For example, program S in (1) has the following two pairs of traces in its prefix trace semantics.

$$
\left\langle\ell_{0} \xrightarrow{x=0=0} \ell_{1}, \ell_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{S} \rrbracket \quad\left\langle\ell_{0} \xrightarrow{x=1=1} \ell_{1}, e_{1} \xrightarrow{x=x+1=2} \ell_{2}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket
$$

It follows from this discussion that the prefix trace semantics is a relation between finite traces $\mathcal{S}^{*} \llbracket \mathbf{S} \rrbracket \in \wp\left(\mathbb{T}^{+} \times \mathbb{T}^{+}\right)$while the maximal trace semantics is a relation between finite traces and finite or infinite traces $\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket \in \wp\left(\mathbb{T}^{+} \times \mathbb{T}^{+\infty}\right)$.

### 2.4 Formal definition of the prefix trace semantics

The prefix trace semantics is defined in fixpoint form by structural induction on the syntax of program components.

- A prefix future trace of an assignment $\mathrm{S}::=\ell \times=\mathrm{A} ;($ where at $\llbracket \mathrm{s} \rrbracket=\ell)$ continuing some past trace $\pi^{\ell}$ either stops at $\ell$ or is $\ell$ followed by the event $\mathrm{x}=\mathrm{A}=\nu$ where $\nu \in \mathbb{V}$ is the value assigned to x (that is the value of the arithmetic expression $A$ evaluated on $\pi \ell$ ) and finishing at the label aft $\llbracket s \rrbracket$ after the assignment.

$$
\begin{equation*}
\mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \triangleq\left\{\langle\pi \ell, \ell\rangle,\langle\pi \ell, \ell \xrightarrow{\mathrm{x}=\mathrm{A}=\nu} \mathrm{aft} \llbracket \mathrm{~s} \rrbracket\rangle \mid \pi^{\ell} \in \mathbb{T}^{+} \wedge \nu=\mathscr{A} \llbracket \mathrm{A} \rrbracket \varrho\left(\pi^{\ell}\right)\right\} \tag{3}
\end{equation*}
$$

We often write $\ell \xrightarrow{\mathrm{x}=v} \ell^{\prime}$ for $\ell \xrightarrow{\mathrm{x}=\mathrm{A}=v} \ell^{\prime}$ (since $\ell \mathrm{x}=\mathrm{A}$; can be recovered from the program text and the unique program label $\ell$ ). The value of an arithmetic expression A in environment $\rho \in \mathbb{E} \mathbb{\nabla} \triangleq \mathbb{V} \rightarrow \mathbb{V}$ is $\mathscr{A} \llbracket \mathbb{A} \rrbracket \rho \in \mathbb{V}$ :

$$
\begin{equation*}
\mathscr{A} \llbracket 1 \rrbracket \rho \triangleq 1 \quad \mathscr{A} \llbracket \mathrm{x} \rrbracket \rho \triangleq \rho(\mathrm{x}) \quad \mathscr{A} \llbracket \mathrm{A}_{1}-\mathrm{A}_{2} \rrbracket \rho \triangleq \mathscr{A} \llbracket \mathrm{~A}_{1} \rrbracket \rho-\mathscr{A} \llbracket \mathrm{A}_{2} \rrbracket \rho \tag{4}
\end{equation*}
$$

- A prefix trace of a break statement $\mathrm{S}::=\ell$ break ; continuing some initial trace $\pi^{\ell}$ either stops at $\ell$ or is the trace $\ell$ followed by the break ; event and
ending at the break label brk-to $\llbracket$ s】(which is defined as the exit label of the closest enclosing iteration).

$$
\begin{equation*}
\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket \triangleq\left\{\langle\pi \ell, \ell\rangle,\langle\pi \ell, \ell \xrightarrow{\text { break }} \text { brk-to } \llbracket \mathrm{s} \rrbracket\rangle \mid \pi \ell \in \mathbb{T}^{+}\right\} \tag{5}
\end{equation*}
$$

- A prefix trace of a conditional statement $S::=$ if $\ell$ (B) $S_{t}$ continuing some initial trace $\pi_{1}{ }^{\ell}$ is
- either $\ell$ when the observation of the execution stops on entry of the program component;
- or, when the value of the boolean expression $B$ on $\pi_{1} \ell$ is $f, \ell$ followed by the event $\neg(\mathbf{B})$ and finishing at the label aft $\llbracket \mathbf{S} \rrbracket$ after the conditional statement;
- or finally, when the value of the boolean expression $B$ on $\pi_{1} \ell$ is $t t, \ell$ followed by the test event B followed by a prefix trace of $\mathrm{S}_{t}$ continuing $\pi_{1} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{s}_{t} \rrbracket$.

$$
\begin{align*}
\mathcal{S}^{*} \llbracket \mathrm{~S} \rrbracket & \triangleq\left\{\left\langle\pi_{1} \ell, \ell\right\rangle \mid \pi_{1} \ell \in \mathbb{T}^{+}\right\}  \tag{6}\\
& \cup\left\{\left\langle\pi_{1} \ell, \ell \xrightarrow{\neg(\mathrm{~B})} \operatorname{aft} \llbracket \mathrm{S} \rrbracket\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{\rho}\left(\pi_{1} \ell\right)=\mathrm{ff} \wedge \pi_{1} \ell \in \mathbb{T}^{+}\right\} \\
& \cup\left\{\left\langle\pi_{1} \ell, \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket \cdot \pi_{2}\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{\varrho}\left(\pi_{1} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{1} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket, \pi_{2}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\}
\end{align*}
$$

Notice that if $\pi_{2}$ starting at $\llbracket \mathrm{s}_{t} \rrbracket$ is a maximal trace of $\mathrm{s}_{t}$ terminating aft $\llbracket \mathrm{s}_{t} \rrbracket$ then $\ell \xrightarrow{\mathrm{B}}$ at $\llbracket \mathrm{S}_{t} \rrbracket \times \pi_{2}$ is also a maximal trace of s terminating aft $\llbracket \mathrm{S} \rrbracket$ since aft $\llbracket \mathrm{S}_{t} \rrbracket=$ aft $\llbracket \mathrm{s} \rrbracket$.

Observe also that definition (6) includes the case of a conditional within an iteration and containing a break statement in the true branch $\mathrm{s}_{t}$. Since brk-to $\llbracket \mathrm{s} \rrbracket=$ brk-to $\llbracket \mathbf{s}_{t} \rrbracket$, from $\left\langle\pi_{1} \ell \xrightarrow{\mathrm{~B}}\right.$ at $\llbracket \mathbf{s}_{t} \rrbracket, \pi_{2} \xrightarrow{\text { break }}$ brk-to $\left.\llbracket \mathrm{s}_{t} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket$, we infer that $\left\langle\pi_{1} \ell, \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{S}_{t} \rrbracket \cdot \pi_{2} \xrightarrow{\text { break }}\right.$ brk-to $\left.\llbracket \mathrm{S} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~S} \rrbracket$.

- A prefix trace $\pi$ of the empty statement list $s l::=\epsilon$ is reduced to the program label at that empty statement.

$$
\begin{equation*}
\left.\mathcal{S}^{*} \llbracket \mathrm{sl} \rrbracket \triangleq\{\langle\pi \mathrm{at} \llbracket \mathrm{sl} \rrbracket, \text { at } \llbracket \mathrm{s}\urcorner \rrbracket\rangle \mid \pi \mathrm{at} \llbracket \mathrm{sl} \rrbracket \in \mathbb{T}^{+}\right\} \tag{7}
\end{equation*}
$$

- A prefix trace of a statement list $s t::=s l^{\prime} s$ continuing an initial trace $\pi_{1}$ can be a prefix trace of $s \mathbf{l}^{\prime}$ or a finite maximal trace of $s \mathbf{l}^{\prime}$ followed by a prefix trace of s .

$$
\begin{align*}
\mathcal{S}^{*} \llbracket \mathrm{sl} \rrbracket & \triangleq \mathcal{S}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket  \tag{8}\\
& \cup\left\{\left\langle\pi_{1}, \pi_{2} \cdot \pi_{3}\right\rangle \mid\left\langle\pi_{1}, \pi_{2}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \mathrm{l}^{\prime} \rrbracket \wedge\left\langle\pi_{1} \cdot \pi_{2}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket\right\}
\end{align*}
$$

Notice that if $\left\langle\pi_{1} \cdot \pi_{2}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ then trace $\pi_{3}$ starts at $\llbracket \mathrm{s} \rrbracket=$ aft $\llbracket \mathrm{sl} \mathbf{l}^{\prime} \rrbracket$ so the trace $\pi_{2}$ in $\left\langle\pi_{1}, \pi_{2}\right\rangle \in \boldsymbol{S}^{*} \llbracket s \mathbf{l}^{\prime} \rrbracket$ must end aft $\llbracket \mathrm{sl}^{\prime} \rrbracket$. Therefore $\pi_{2}$ must be a maximal terminating execution of $s \mathbf{l}^{\prime}$ i.e. s is executed only if $s \mathbf{l}^{\prime}$ terminates.

- The prefix finite trace semantic definition $\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket(9)$ of an iteration statement of the form $\mathrm{S}::=$ while $\ell(B) \mathrm{S}_{b}$ is the $\subseteq$-least solution $\mathrm{Ifp}{ }^{\subseteq} \mathscr{F}^{*} \llbracket \mathrm{~s} \rrbracket$ to the equation $X=\mathscr{F}^{*} \llbracket \mathbf{s} \rrbracket(X)$. Since $\mathscr{F}^{*} \llbracket \mathbf{s} \rrbracket \in \wp\left(\mathbb{T}^{+} \times \mathbb{T}^{+}\right) \rightarrow \wp\left(\mathbb{T}^{+} \times \mathbb{T}^{+}\right)$is $\subseteq$ - monotone (if $X \subseteq X^{\prime}$ then $\mathscr{F}^{*} \llbracket \mathbf{s} \rrbracket(X) \subseteq \mathscr{F}^{*} \llbracket \mathbf{s} \rrbracket\left(X^{\prime}\right)$ and $\left\langle\wp\left(\mathbb{T}^{+} \times \mathbb{T}^{+}\right), \subseteq, \varnothing, \mathbb{T}^{+} \times \mathbb{T}^{+}, \cup, \cap\right\rangle$ is a complete lattice, $\mathrm{Ifp}^{〔} \mathscr{F}^{*} \llbracket \mathrm{~s} \rrbracket$ exists by Tarski's fixpoint theorem [30] and can be defined as
the limit of iterates [11], which is useful to abstract into iterative static analysis algorithms. In definition (9) of the transformer $\mathscr{F}^{*} \llbracket \mathrm{~s} \rrbracket$, case (9.a) corresponds to a loop execution observation stopping on entry, (9.b) corresponds to an observation of a loop exiting after 0 or more iterations, and (9.c) corresponds to a loop execution observation that stops anywhere in the body $s_{b}$ after 0 or more iterations. This last case covers the case of an iteration terminated by a break statement (to aft $\llbracket \mathrm{s} \rrbracket$ after the iteration statement).

$$
\begin{align*}
& \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket=\mid \mathrm{If} \mathrm{p}^{\subseteq} \mathscr{F}^{*} \llbracket \mathrm{~s} \rrbracket  \tag{9}\\
& \mathscr{F}^{*} \llbracket \text { while } \ell(\mathrm{B}) \mathrm{s}_{b} \rrbracket(X) \triangleq\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime}\right\rangle \mid \pi_{1} \ell^{\prime} \in \mathbb{T}^{+} \wedge \ell^{\prime}=\ell\right\}^{2}  \tag{a}\\
& \cup\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\neg(\mathrm{B})} \mathrm{aft} \llbracket \mathrm{~s} \rrbracket\right\rangle \mid\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime}\right\rangle \in X \wedge\right. \\
& \left.\mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{Q}\left(\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime}\right)=\mathrm{ff} \wedge \ell^{\prime}=\ell\right\}  \tag{b}\\
& \cup\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\mathrm{B}} \mathrm{at} \llbracket \mathrm{~s}_{b} \rrbracket \cdot \pi_{3}\right\rangle \mid\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime}\right\rangle \in X \wedge\right. \\
& \left.\mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime}\right)=\mathrm{tt} \wedge\left\langle\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\mathrm{B}} \mathrm{at} \llbracket \mathrm{~s}_{b} \rrbracket, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \ell^{\prime}=\ell\right\} \tag{c}
\end{align*}
$$

- The prefix trace semantics of the other program components is similar and given in Appendix A.2. It follows that for each program component $\mathbf{S}$, we have

$$
\begin{equation*}
\left\{\left\langle\pi_{1} \mathrm{at} \llbracket \mathrm{~s} \rrbracket, \text { at } \llbracket \mathrm{s} \rrbracket\right\rangle \mid \pi_{1} \mathrm{at} \llbracket \mathrm{~s} \rrbracket \in \mathbb{T}^{+}\right\} \subseteq \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \tag{10}
\end{equation*}
$$

### 2.5 Definition of the maximal trace semantics

The maximal trace semantics $\boldsymbol{S}^{+\infty} \llbracket \mathbf{s} \rrbracket=\boldsymbol{S}^{+} \llbracket \mathbf{s} \rrbracket \cup \mathcal{S}^{\infty} \llbracket \mathbf{s} \rrbracket$ is derived from the prefix trace semantics $\boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket$ by keeping the longest finite traces $\boldsymbol{S}^{+} \llbracket \mathbf{s} \rrbracket$ and passing to the limit $\mathcal{S}^{\infty} \llbracket \mathrm{s} \rrbracket$ of prefix-closed traces for infinite traces.

$$
\begin{align*}
& \boldsymbol{S}^{+} \llbracket \mathbf{s} \rrbracket \triangleq\left\{\left\langle\pi_{1}, \pi_{2} \ell\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket \mid(\ell=\mathrm{aft} \llbracket \mathbf{s} \rrbracket) \vee(\mathrm{esc} \llbracket \mathbf{s} \rrbracket \wedge \ell=\mathrm{brk-to} \llbracket \mathbf{s} \rrbracket)\right\}  \tag{11}\\
& \mathcal{S}^{\infty} \llbracket \mathbf{s} \rrbracket \triangleq \lim \left(\boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket\right) \tag{12}
\end{align*}
$$

where the limit is $\lim \mathcal{T} \triangleq\left\{\left\langle\pi, \pi^{\prime}\right\rangle \mid \pi^{\prime} \in \mathbb{T}^{\infty} \wedge \forall n \in \mathbb{N} .\left\langle\pi, \pi^{\prime}[0 . . n]\right\rangle \in \mathcal{T}\right\}$.
The intuition for (13) is the following. Let s be an iteration. $\left\langle\pi, \pi^{\prime}\right\rangle \in \mathcal{S}^{\infty} \llbracket \mathrm{s} \rrbracket=$ $\lim \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ where $\pi^{\prime}$ is infinite if and only if, whenever we take a prefix $\pi^{\prime}[0 . . n]$ of $\pi^{\prime}$, it is a possible finite observation of the execution of S and so belongs to the prefix trace semantics $\left\langle\pi, \pi^{\prime}[0 . . n]\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$.

## 3 The semantic and syntactic liveness/deadness abstractions

### 3.1 The generic liveness/deadness abstractions

Informally "a variable is (potentially/definitely) live at some point if it holds a value that may/must be used in the future before the next time the variable is

[^1]modified". The liveness abstraction $\alpha_{u s e, \bmod \llbracket}^{l} \llbracket \rrbracket \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi\right\rangle$ of a program trace $\pi$ continuing an initial trace $\pi_{0}$ of a program component $S$ is parameterized by

- use defining the set use $\llbracket a \rrbracket \rho$ of variables which value is used when executing action $a$ in environment $\rho$;
- mod defining the set $\bmod \llbracket a \rrbracket \rho$ of variables which value is modified when executing action $a$ in environment $\rho$.

Liveness depends on the set $L_{b}$ of variables assumed to be live on exit of the program component S by a break statement and $L_{e}$ by a normal exit after S . It is defined inductively on a finite trace (or co-inductively for an infinite trace) as follows

$$
\begin{align*}
& \alpha_{u s e, m o d}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \ell\right\rangle \triangleq\left\{\mathrm{x} \in \vee \mid\left(\ell=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \wedge \mathrm{x} \in L_{e}\right) \vee\right.  \tag{a}\\
& \left.\left(\mathrm{esc} \llbracket \mathrm{~s} \rrbracket \wedge \ell=\text { brk-to } \llbracket \mathrm{s} \rrbracket \wedge \mathrm{x} \in L_{b}\right)\right\} \\
& \alpha_{u s e, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \ell \xrightarrow{a} \ell^{\prime} \pi_{1}\right\rangle \triangleq\left\{\mathrm{x} \in \nabla \mid \mathrm{x} \in u s e \llbracket a \rrbracket \varrho\left(\pi_{0}\right) \vee\right.  \tag{b}\\
& \left.\left(\mathrm{x} \notin \bmod \llbracket a \rrbracket \varrho\left(\pi_{0}\right) \wedge \mathrm{x} \in \alpha_{u s e, \bmod }^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \subset \ell \xrightarrow{a} \ell^{\prime}, \ell^{\prime} \pi_{1}\right\rangle\right)\right\}
\end{align*}
$$

The potential and definite liveness are abstractions of the maximal trace semantics $\mathcal{S}=\boldsymbol{S}^{+\infty} \llbracket \boldsymbol{s} \rrbracket$ is by merge over all traces

$$
\begin{array}{lll}
\alpha_{u s e, m o d}^{\exists l} \llbracket \mathbf{s} \rrbracket \mathcal{S} L_{b}, L_{e}=\bigcup_{\left\langle\pi_{0}, \pi\right\rangle \in \mathcal{S}} \alpha_{u s e, m o d}^{l} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi\right\rangle & \text { potential liveness (15) } \\
\alpha_{u s e, m o d}^{\forall l} \llbracket \mathbf{s} \rrbracket \mathcal{S} L_{b}, L_{e}=\bigcap_{\left\langle\pi_{0}, \pi\right\rangle \in \mathcal{S}} \alpha_{u s e, \bmod }^{l} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi\right\rangle & \text { definite liveness }
\end{array}
$$

Potential and definite deadness are defined dually.

$$
\begin{array}{lll}
\alpha_{u s e, m o d}^{\exists d} \llbracket \mathrm{~s} \rrbracket \mathcal{S} D_{b}, D_{e}=\neg \alpha_{u s e, m o d}^{\forall l} \llbracket \mathbf{s} \rrbracket \mathcal{S} \neg D_{b}, \neg D_{e} & \text { potential deadness } \\
\alpha_{u s e, m o d}^{\forall d} \llbracket \mathrm{~s} \rrbracket \mathcal{S} D_{b}, D_{e}=\neg \alpha_{u s e, m o d}^{\exists l} \llbracket \mathbf{s} \rrbracket \mathcal{S} \neg D_{b}, \neg D_{e} & \text { definite deadness } \tag{18}
\end{array}
$$

If $s$ and $s^{\prime}$ have the same aft, esc, and brk-to labelling, they have the same $\alpha_{u s e, \text { mod }}^{l}, \alpha_{u s e, \text { mod }}^{\exists l}, \alpha_{u s e, \text { mod }}^{\forall l}, \alpha_{u s e, \text { mod }}^{\exists d}$, and $\alpha_{u s e, \text { mod }}^{\exists l}$.

Unfolding the recursive definition (14), we get
Lemma 1 If $\pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-1}} \ell_{n}$ and $\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ then

$$
\begin{aligned}
& \alpha_{u s e, \bmod \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle=\{\mathrm{x} \in \vee \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] .}^{\left.\mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \varrho\left(\pi_{0} \cdot \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{j-1}} \ell_{j}\right) \wedge \mathrm{x} \in u s e \llbracket a_{i} \rrbracket \varrho\left(\pi_{0} \cdot \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{i-1}} \ell_{i}\right)\right\}} \\
& \cup\left(\ell_{n}=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \text { อ } L_{e} \circ \varnothing \rrbracket \cup \llbracket \operatorname{esc} \llbracket \mathrm{~s} \rrbracket \wedge \ell_{n}=\text { brk-to } \llbracket \mathrm{s} \rrbracket \text { ? } L_{b} \circ \varnothing \downarrow .\right.
\end{aligned}
$$

Proof (of Lem. 1) For the basis $n=1$, only the first clause (a) of (14) is applicable with $\pi_{1}=\ell_{1},[1, n-1]$ is empty, and $\alpha_{u s e, m o d}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle=\llbracket \ell_{1}=\mathrm{aft} \llbracket \mathrm{s} \rrbracket$ る $L_{e} \circ \varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{s} \rrbracket \wedge \ell_{1}=$ brk-to $\llbracket \mathrm{s} \rrbracket$ \& $L_{b} \circ \varnothing \emptyset$ which is precisely what is given by Lem. 1 since $[1, n-1]=\varnothing$ so the first term is empty.

For the induction step $n+1>1$, we have $\pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ell_{3} \xrightarrow{a_{3}} \ldots \xrightarrow{a_{n}} \ell_{n+1}$ and only the second clause (b) of (14) is applicable so we get

$$
\begin{aligned}
& \alpha_{u s e, m o d}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \quad \text { 2assuming } n+1 \geqslant 2 \text { \} } \\
& =\left\{\mathrm{x} \in \nabla \mid \mathrm{x} \in \operatorname{use} \llbracket a_{1} \rrbracket \varrho\left(\pi_{0}\right) \vee\left(\mathrm{x} \notin \bmod \llbracket \llbracket a_{1} \rrbracket \boldsymbol{\varrho}\left(\pi_{0}\right)\right) \wedge \mathrm{x} \in \alpha_{u s e, \bmod \llbracket}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \cdot\right.\right. \\
& \left.\left.\left.\ell_{1} \xrightarrow{a_{1}} \ell_{2}, \ell_{2} \xrightarrow{a_{2}} \ell_{3} \xrightarrow{a_{3}} \ldots \xrightarrow{a_{n}} \ell_{n+1}\right\rangle\right)\right\} \quad \text { 2(14.b) when } n>1 S \\
& =\left\{( \mathrm { x } \in \vee | \mathrm { x } \in \operatorname { u s e } \llbracket a _ { 1 } \rrbracket \varrho ( \pi _ { 0 } ) ) \vee \left(\mathrm{x} \notin \bmod \llbracket a_{1} \rrbracket \varrho\left(\pi_{0}\right) \wedge \exists i \in[2, n] . \forall j \in[2, i-1] . \mathrm{x} \notin\right.\right. \\
& \left.\bmod \llbracket a_{j} \rrbracket \varrho\left(\pi_{0} \subset \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{j-1}} \ell_{j}\right) \wedge \mathrm{x} \in u s e \llbracket a_{i} \rrbracket \rho\left(\pi_{0} \odot \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{i-1}} \ell_{i}\right)\right) \vee \\
& \left(e_{n+1}=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \text { る } \mathrm{x} \in L_{e} \circ \mathrm{ff} \downarrow \vee \llbracket \operatorname{esc} \llbracket \mathrm{~s} \rrbracket \wedge e_{n+1}=\operatorname{brk}-\mathrm{to} \llbracket \mathrm{~s} \rrbracket \text { る } \mathrm{x} \in L_{b} \circ \mathrm{ff} \downarrow\right\} \\
& \text { 2since } \alpha_{\text {use }, \text { mod } \llbracket \llbracket \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \cdot \ell_{1} \xrightarrow{a_{1}}, \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n}} \ell_{n+1}\right\rangle=\{x \in \mathbb{V} \mid} \\
& \exists i \in[2, n] . \forall j \in[2, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \boldsymbol{\rho}\left(\pi_{0}-\ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{j-1}} \ell_{j}\right) \wedge \mathrm{x} \in \\
& \left.u s e \llbracket a_{i} \rrbracket \rho\left(\pi_{0}-\ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{i-1}} \ell_{i}\right)\right\} \cup \llbracket \ell_{n+1}=\mathrm{aft} \llbracket \mathbf{s} \rrbracket \text { る } L_{e} \circ \varnothing \rrbracket \cup \llbracket \operatorname{esc} \llbracket \mathrm{~s} \rrbracket \wedge \\
& \ell_{n+1}=\text { brk-to } \llbracket \mathrm{s} \rrbracket \text { อ } L_{b} \circ \varnothing \square \text { by ind. hyp. for Lem. } 1 \int \\
& =\left\{x \in \mathbb{V} \mid \exists i \in[1, n] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \varrho\left(\pi_{0} \cdot \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{j-1}} \ell_{j}\right) \wedge \mathrm{x} \in\right. \\
& \left.u s e \llbracket a_{i} \rrbracket \varrho\left(\pi_{0} \circ \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{i-1}} \ell_{i}\right)\right\} \cup \llbracket \ell_{n+1}=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \text { ? } L_{e} \circ \varnothing \downarrow \cup \llbracket \operatorname{esc} \llbracket \mathrm{~s} \rrbracket \wedge \ell_{n+1}= \\
& \text { brk-to } \llbracket \mathrm{s} \rrbracket \text { ว } L_{b}: \varnothing \rrbracket \\
& \text { 2incorporating }\left(x \in \mathbb{V} \mid x \in u s e \llbracket a_{1} \rrbracket \boldsymbol{\rho}\left(\pi_{0}\right)\right) \text { in the case } i=1 \text { for which } \\
& {[1, i-1]=\varnothing \text { and } \varrho\left(\pi_{0} \circ \ell_{1} \xrightarrow{a_{1}} \ell_{2} \ldots \xrightarrow{a_{i-1}} \ell_{i}\right)=\varrho\left(\pi_{0}-\ell_{1}\right)=\varrho\left(\pi_{0}\right) . S}
\end{aligned}
$$

This proves Lem． 1 for the induction step and we conclude by recurrence on $n$ ．

We also observe that potential liveness（hence dually definite deadness）can be equivalently defined using maximal or prefix traces．

$$
\text { Lemma } 2 \alpha_{u s e, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right)=\alpha_{u s e, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket\right)
$$

Proof of Lem．2．To show that $\alpha_{u s e, \bmod }^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket\right)=\alpha_{u s e, \bmod \llbracket}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right)$ we must，by（15），prove that
－Assume $\mathrm{x} \in A$ because of some $\left\langle\pi_{0}, \pi\right\rangle \in \mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket$ ．There are two cases．
－Either $x \in A$ follows from（14．a）and so the second alternative in（14．b） has always been chosen before reaching the end of the trace $\pi$ with a label $\ell=\operatorname{aft} \llbracket \mathrm{s} \rrbracket$ or $\mathrm{esc} \llbracket \mathrm{s} \rrbracket=\mathrm{tt}$ and $\ell=$ brk－to $\llbracket \mathrm{s} \rrbracket$ ．In both cases，$\pi$ is maximal by （11），$\left\langle\pi_{0}, \pi\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket$ ，and so $x \in B$ by（14）．
－Otherwise，$x \in A$ follows from（14．b）where the second alternative has been chosen finitely many times（so $x$ is unmodified）until the first alternative is chosen because x is used．Consider the prefix of $\pi$ up to that point of use．By（13），it is，or an extension of it，$\pi^{\prime}$ is in the prefix semantics $\left\langle\pi_{0}\right.$ ， $\left.\pi^{\prime}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ and so from this trace we derive from（14．b）that $\mathrm{x} \in B$ ．

It follows that $A \subseteq B$.

- Conversely, assume $x \in B$. Then there exists $\left\langle\pi_{0}, \pi^{\prime}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ such that $\mathrm{x} \in \alpha_{\text {use,mod }}^{l} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi^{\prime}\right\rangle$. Consider a maximal extension of $\pi^{\prime}$ so that there exists $\pi^{\prime \prime}$ with $\left\langle\pi_{0}, \pi^{\prime} \cdot \pi^{\prime \prime}\right\rangle \in \mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket$. There are two cases, depending of whether $x \in B$ in (14.a) or (14.b).
- If $x \in B$ because of (14.a) then the $\pi^{\prime}$ ends at aft $\llbracket s \rrbracket$ or at brk-to $\llbracket \mathbf{s} \rrbracket$ and so $\pi^{\prime}$ is maximal that is $\left\langle\pi_{0}, \pi^{\prime}\right\rangle \in \mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket$ and so $\mathrm{x} \in A$.
- If $x \in B$ because of (14.b) then $x \in B$ is used in $\pi^{\prime}$ without being modified before and so this is also the case in $\left\langle\pi_{0}, \pi^{\prime} \cdot \pi^{\prime \prime}\right\rangle \in \mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket, \pi^{\prime \prime}=\ni$, and then $x \in A$ by (14).
In both cases, $B \subseteq A$.
- By antisymmetry, $A=B$.


### 3.2 The semantic liveness/deadness abstractions

Semantically, an action $a$ uses variable y in a given environment $\rho$ if and only if it is possible to change the value of $y$ so as to change the effect of action $a$ on program execution. For an assignment, the assigned value will be changed. For a test, which has no side effect, the branch taken will be different. For example, $\mathrm{y} \notin \mathrm{use} \llbracket \mathrm{x}=\mathrm{y}-\mathrm{y} \rrbracket \rho$ and $\mathrm{x} \notin \mathrm{use} \llbracket \mathrm{x}=\mathrm{x} \rrbracket \rho$. Formally,

$$
\begin{align*}
& \text { use } \llbracket \text { skip } \rrbracket \rho \triangleq \varnothing  \tag{19}\\
& \text { use } \llbracket \mathrm{x}=\mathrm{A} \rrbracket \rho \triangleq\{\mathrm{y} \mid \exists v \in \mathbb{V} . \mathscr{A} \llbracket \mathrm{A} \rrbracket \rho \neq \mathscr{A} \llbracket \mathrm{A} \rrbracket \rho[\mathrm{y} \leftarrow v] \wedge \rho(\mathrm{x}) \neq \mathscr{A} \llbracket \mathrm{A} \rrbracket \rho\}
\end{align*}
$$

$$
\text { use } \llbracket a \rrbracket \rho \triangleq\{\mathrm{y} \mid \exists v \in \mathbb{V} . \mathscr{B} \llbracket a \rrbracket \rho \neq \mathscr{B} \llbracket a \rrbracket \rho[\mathrm{y} \leftarrow v]\} \quad a \in\{\mathrm{~B}, \neg(\mathrm{~B})\}
$$

Notice that $\mathrm{x} \in \mathrm{use} \llbracket a \rrbracket$ in (19) compares two executions of action $a$ in different environments so that (14) is a dependency analysis involving a trace and the abstraction of another one by a different environment [7]. An action a modifies variable x in an environment $\rho$ if and only the execution of action $a$ in environment $\rho$ changes the value of $x$. This corresponds to

$$
\bmod \llbracket a \rrbracket \rho \triangleq\{\mathrm{x} \mid a=(\mathrm{x}=\mathrm{A}) \wedge(\rho(\mathrm{x}) \neq \mathscr{A} \llbracket \mathrm{A} \rrbracket \rho)\}
$$

So the semantic potential liveness abstract semantics is

$$
\begin{equation*}
\mathcal{S}^{\exists l} \llbracket \mathrm{~s} \rrbracket \triangleq \alpha_{\mathrm{use}, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right) \tag{20}
\end{equation*}
$$

instantiating (15) with use as use and mod as mod (and similarly for the other cases).

### 3.3 The classical syntactic liveness/deadness abstractions

Classical dataflow analysis as considered in [25] is purely syntactic i.e. approximates semantic properties by coarser syntactic ones based on the program syntax only. The set unse【a】 of variables used and the set mod $\llbracket a \rrbracket$ of variables assigned to/modified in an action $a \in \mathbb{A}$ are postulated to be as follows (the parameter $\rho$ is useless but added for consistency with (14)).

$$
\begin{array}{lll}
\text { usse } \llbracket \mathrm{x}=\mathrm{A} \rrbracket \rho \triangleq \operatorname{vars} \llbracket \mathrm{~A} \rrbracket & \text { use } \llbracket \mathrm{skip} \rrbracket \rho \triangleq \varnothing & \text { usse } \llbracket \mathrm{B} \rrbracket \rho \triangleq \operatorname{use} \llbracket \neg(\mathrm{~B}) \rrbracket \rho \triangleq \operatorname{vars} \llbracket \mathrm{B} \rrbracket \\
\bmod \llbracket \mathrm{x}=\mathrm{A} \rrbracket \rho \triangleq\{\mathrm{x}\} & \bmod \llbracket \mathrm{skip} \rrbracket \rho \triangleq \varnothing & \bmod \llbracket \mathrm{~B} \rrbracket \rho \triangleq \bmod \llbracket \neg(\mathrm{~B}) \rrbracket \rho \triangleq \varnothing \tag{21}
\end{array}
$$

where varrs $\llbracket \mathbb{E}$ is the set of program variables occurring in arithmetic or boolean expression $\mathbf{E}$.

So the classical syntactic potential liveness abstract semantics is

$$
\begin{equation*}
\mathcal{S}^{\nexists \rrbracket} \llbracket \mathrm{s} \rrbracket \triangleq \alpha_{\mathrm{use}, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right) \tag{22}
\end{equation*}
$$

instantiating (15) with use as use and mod as mod (and similarly for the other cases).

### 3.4 Unsoundness of the syntactic liveness/deadness abstractions

One would expect soundness that is the potentially live variables determined syntactically by [25] is a pointwise over-approximation of the potentially live variables determined semantically but this is wrong $\mathcal{S}^{\exists l} \llbracket \mathrm{~s} \rrbracket \dot{\ddagger} \mathcal{S}^{\nexists n} \llbracket \mathrm{~s} \rrbracket$, as shown by Ex. 2. The problem is that

$$
\begin{equation*}
\exists \rho \in \mathbb{E v} . \mathrm{y} \in \mathrm{use} \llbracket a \rrbracket \rho \Rightarrow \forall \rho \in \mathbb{E} v . \mathrm{y} \in \operatorname{usse} \llbracket a \rrbracket \rho \tag{23}
\end{equation*}
$$

but in general, as shown by Ex. $2, \exists \rho \in \mathbb{E} v . \mathrm{x} \in \bmod \llbracket a \rrbracket \rho \wedge \mathrm{x} \notin \bmod \llbracket a \rrbracket \rho$.
Proof of (23). Let us first remark that if $x \notin \operatorname{vars} \llbracket \mathrm{~B} \rrbracket$ and $\forall y \in \mathbb{V} \backslash\{x\} . \rho^{\prime}(y)=$ $\rho(\mathrm{y})$ then $\mathscr{B} \llbracket \mathrm{B} \rrbracket \rho=\mathscr{B} \llbracket \mathrm{B} \rrbracket \rho^{\prime}$ and similarly for arithmetic expressions.
(23) is trivial for skip since use $\llbracket$ skip $\rrbracket \rho \mathrm{y}=\mathrm{ff}$ in (19). Otherwise, by contraposition, assume that $\mathrm{y} \notin \mathrm{use} \llbracket \llbracket a \rrbracket \rho$.
— If $a=\mathrm{x}=\mathrm{A}$ then $\mathrm{y} \notin \operatorname{vars} \llbracket \mathrm{A} \rrbracket$ by (21) so $\forall v \in \mathbb{V} . \mathscr{A} \llbracket \mathrm{A} \rrbracket \rho=\mathscr{A} \llbracket \mathrm{A} \rrbracket \rho[\mathrm{y} \leftarrow v]$, proving $\neg$ (use $\llbracket \mathrm{x}=\mathrm{A} \rrbracket \rho \mathrm{y}$ ) by (19).

- Similarly if $a=\mathrm{B}$ or $a=\neg$ (B) then changing y does not change the value of the boolean expression so $y$ is not semantically used by (19).


### 3.5 Soundness of the syntactic liveness/deadness abstractions with respect to revised syntactic/semantic liveness/deadness abstractions

To fix the problem $\boldsymbol{S}^{\exists l} \llbracket \mathbf{s} \rrbracket \nsubseteq \boldsymbol{S}^{\nexists \|} \llbracket \mathbf{s} \rrbracket$, we can either change $\alpha_{\text {use,mod }}^{\exists l}$ or $\alpha_{\text {usse,modl }}^{\exists l}$. Changing $\alpha_{\text {use,mod }}^{\exists l}$ would mean changing the classical potential live variable algorithm $[19,20,18]$ and all compilers using it. So we change $\alpha_{\text {use,mod }}^{\exists l}$ so as to explain exactly in what sense the unchanged classical potential live variable algorithm is sound (even if this is not the most semantically intuitive one). We remark that we have $\alpha_{\text {use,mod }}^{\exists l} \subseteq \alpha_{\text {use,modl }}^{\exists l}$ so the classical potential live variable algorithm $\mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket$ which over-approximates $\alpha_{\text {use, mod }}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right)$ is sound. However, the program transformations that preserve mod but not mod may change the liveness analysis. Therefore we define

$$
\begin{equation*}
\mathcal{S}^{\exists l} \llbracket \mathrm{~s} \rrbracket \triangleq \alpha_{\mathrm{use}, \mathrm{mod}}^{\exists l}\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right) \tag{24}
\end{equation*}
$$

Theorem 1 If $\alpha_{\text {use,mad }}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket\right) \subseteq \mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket$ then $\mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket \subseteq \mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket$.

Proof of Th. 1. We have to prove that $\alpha_{\text {use,mode }}^{\exists l} \llbracket \mathrm{~s} \rrbracket \dot{\subseteq} \alpha_{\text {use,mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket$, pointwise. We first prove that $\alpha_{\text {use,madd }}^{l} \llbracket \mathrm{~s} \rrbracket \subseteq \alpha_{\text {use, mad }}^{l} \llbracket \mathbf{s} \rrbracket$. We proceed by induction (more precisely bi-induction [10] to account for infinite traces).

- For the basis

$$
\begin{aligned}
& \alpha_{\mathrm{use}, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \ell\right\rangle \\
= & \left\{\mathrm{x} \in \vee \mid\left(\ell=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \wedge \mathrm{x} \in L_{e}\right) \vee\left(\mathrm{esc} \llbracket \mathrm{~s} \rrbracket \wedge \ell=\mathrm{brk} \text {-to } \llbracket \mathrm{s} \rrbracket \wedge \mathrm{x} \in L_{b}\right)\right\} \quad \quad \text { (14.a) } \int \\
\subseteq & \alpha_{\mathrm{use}, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \ell\right\rangle \quad 2(14 . \mathrm{a}) \text { and } \subseteq \text { reflexive } \int
\end{aligned}
$$

- For the induction step

$$
\begin{align*}
& \alpha_{\text {use, mad }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \ell \xrightarrow{a} \ell^{\prime} \pi_{1}\right\rangle \\
& =\left\{\mathrm{x} \in \vee \mid \mathrm{x} \in \mathrm{use} \llbracket a \rrbracket \boldsymbol{\varrho}\left(\pi_{0}\right) \vee\left(\mathrm{x} \notin \operatorname{modd} \llbracket a \rrbracket \boldsymbol{\rho}\left(\pi_{0}\right) \wedge \mathrm{x} \in \alpha_{\mathrm{use}, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \cdot \mathrm{e} \xrightarrow{a} \ell^{\ell^{\prime}},\right.\right.\right. \\
& \left.\left.\left.\ell^{\prime} \pi_{1}\right\rangle\right)\right\} \quad \text { 2(14.b) } S \\
& \subseteq\left\{\mathrm{x} \in \mathbb{V} \mid \mathrm{x} \in \operatorname{use} \llbracket a \rrbracket \boldsymbol{\rho}\left(\pi_{0}\right) \vee\left(\mathrm{x} \notin \bmod \llbracket a \rrbracket \boldsymbol{\varrho}\left(\pi_{0}\right) \wedge \mathrm{x} \in \alpha_{\mathrm{use}, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \cdot \mathrm{e} \xrightarrow{a} \boldsymbol{\ell}^{\prime},\right.\right.\right. \\
& \left.\left.\left.\left.\ell^{\prime} \pi_{1}\right\rangle\right)\right\} \quad \text { 2(23) }\right) \\
& \subseteq\left\{\mathrm{x} \in \mathbb{V} \mid \mathrm{x} \in \operatorname{use} \llbracket a \rrbracket \boldsymbol{\rho}\left(\pi_{0}\right) \vee\left(\mathrm{x} \notin \bmod \llbracket a \rrbracket \boldsymbol{\rho}\left(\pi_{0}\right) \wedge \mathrm{x} \in \alpha_{\text {use }, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \circ \mathrm{e} \xrightarrow{a} \boldsymbol{e}^{\prime},\right.\right.\right. \\
& \left.\left.\left.{ }^{\prime} \pi_{1}\right\rangle\right)\right\} \\
& =\alpha_{\mathrm{use}, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \ell \xrightarrow{a} \ell^{\prime} \pi_{1}\right\rangle \tag{14.b}
\end{align*}
$$

It follows that

$$
\begin{align*}
& \alpha_{\mathrm{use}, \text { modd }}^{\exists l} \llbracket \mathrm{~S} \rrbracket \mathcal{S} L_{b}, L_{e} \\
& =\bigcup_{\left\langle\pi_{0}, \pi\right\rangle \in \mathcal{S}} \alpha_{\text {use, mad }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi\right\rangle  \tag{15}\\
& \subseteq \bigcup_{\left\langle\pi_{0}, \pi\right\rangle \in \mathcal{S}} \alpha_{\text {use,mod }}^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi\right\rangle \quad \quad\left\langle\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{~s} \rrbracket \dot{\subseteq} \alpha_{\text {usse,mod }}^{l} \llbracket \mathrm{~s} \rrbracket \mathrm{~S}\right. \\
& =\alpha_{\text {use }, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket \mathcal{S} L_{b}, L_{e} \tag{15}
\end{align*}
$$

If $\alpha_{\text {use,mod }}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket\right) \subseteq \mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket$ then $\alpha_{\text {use,mod }}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket\right) \subseteq \mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket$ and therefore, by $(24), \mathcal{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket \triangleq \alpha_{\text {use,modl }}^{\exists l}\left(\mathcal{S}^{+\infty} \llbracket \mathbf{s} \rrbracket\right) \subseteq \mathcal{S}^{\exists \exists} \llbracket \mathrm{s} \rrbracket$.

The other cases $\boldsymbol{S}^{\forall \rrbracket} \llbracket \mathbf{s} \rrbracket, \boldsymbol{S}^{¥ d \|} \llbracket \mathbf{s} \rrbracket$, and $\boldsymbol{S}^{\forall d d} \llbracket \mathbf{s} \rrbracket$ are similar.

## 4 Calculational design of the structural syntactic potential liveness static analysis

By Th. 1, a liveness inference algorithm $\boldsymbol{S}^{¥ \rrbracket} \llbracket \mathbf{s} \rrbracket$ is sound whenever

$$
\alpha_{\mathrm{us}, \text { mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right) \leq \mathcal{S}^{¥ \exists} \llbracket \mathrm{~s} \rrbracket \text {, }
$$

equivalently

$$
\alpha_{\mathrm{use}, \text { mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right) \leqq \mathcal{S}^{\exists \rrbracket} \llbracket \mathbf{s} \rrbracket
$$

by Lem. 2. So we can construct this algorithm $\boldsymbol{\delta}^{¥ \exists} \llbracket \mathbb{\Omega} \rrbracket$ by a calculus that simplifies the term $\mathcal{\alpha}_{\text {uss,modil }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket\right)$. Since the semantics $\boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket$ is structural, we get a structural algorithm which proceeds by elimination, without any fixpoint iteration. We first give the result in Figure 1 and then show the systematic calculational design [9]. Notice that although the semantics is forward, the analysis is backward (see e.g. the statement list and iteration). We omit the unused environment parameter of use and mod.

$$
\begin{align*}
& \text { Structural syntactic potential liveness analysis } \\
& \widehat{\mathcal{S}}^{\exists \exists} \llbracket \mathrm{sl} \ell \rrbracket L_{e} \triangleq \widehat{\mathcal{S}}^{\exists \exists} \llbracket \mathrm{sl} \ell \rrbracket \varnothing, L_{e}  \tag{25}\\
& \widehat{\mathcal{S}} \rrbracket \llbracket \mathrm{x}=\mathrm{A} ; \rrbracket L_{b}, L_{e} \triangleq \operatorname{usse} \llbracket \mathrm{x}=\mathrm{A} \rrbracket \cup\left(L_{e} \backslash \bmod \llbracket \mathrm{x}=\mathrm{A} \rrbracket\right) \\
& \widehat{\mathcal{S}}^{\nexists \|} \llbracket \rrbracket L_{b}, L_{e} \triangleq L_{e}
\end{align*}
$$

$$
\begin{aligned}
& \widehat{\mathcal{S}}^{¥ \rrbracket} \llbracket \epsilon \rrbracket L_{b}, L_{e} \triangleq L_{e} \\
& \widehat{\boldsymbol{\mathcal { S }}}^{\exists \exists} \llbracket \mathrm{if}(\mathrm{~B}) \mathrm{S}_{t} \rrbracket L_{b}, L_{e} \triangleq \operatorname{use} \llbracket \mathrm{~B} \rrbracket \cup L_{e} \cup \widehat{\boldsymbol{\mathcal { S }}}^{\exists \exists} \llbracket \mathrm{s}_{t} \rrbracket L_{b}, L_{e} \\
& \widehat{\boldsymbol{\mathcal { S }}}^{¥ \rrbracket} \llbracket \mathrm{if}(\mathrm{~B}) \mathrm{S}_{t} \text { else } \mathrm{S}_{f} \rrbracket L_{b}, L_{e} \triangleq \operatorname{uss} \llbracket \mathbb{\mathrm { B }} \rrbracket \cup \widehat{\boldsymbol{\mathcal { S }}}^{¥ \rrbracket} \llbracket \mathrm{~s}_{t} \rrbracket L_{b}, L_{e} \cup \widehat{\boldsymbol{\mathcal { S }}}^{¥ \rrbracket} \llbracket \mathrm{~s}_{f} \rrbracket L_{b}, L_{e} \\
& \widehat{\mathcal{S}}^{\exists \exists} \llbracket \text { while (B) } \mathrm{S}_{b} \rrbracket L_{b}, L_{e} \triangleq \text { unse } \llbracket \mathrm{B} \rrbracket \cup L_{e} \cup \widehat{\mathcal{S}}{ }^{¥ \exists} \llbracket \mathrm{~s}_{b} \rrbracket L_{b}, L_{e} \\
& \widehat{\boldsymbol{\mathcal { S }}}^{\exists \exists} \llbracket \text { break } ; \rrbracket L_{b}, L_{e} \triangleq L_{b} \\
& \widehat{\boldsymbol{\mathcal { S }}}^{\nexists \rrbracket} \llbracket\{\mathrm{sl}\} \rrbracket L_{b}, L_{e} \triangleq \widehat{\boldsymbol{\mathcal { S }}}^{\exists \rrbracket} \llbracket \mathrm{s} \rrbracket \rrbracket L_{b}, L_{e}
\end{aligned}
$$

Fig. 1. Potential liveness
Theorem $2 \widehat{\boldsymbol{\delta}}^{¥ \rrbracket} \llbracket \mathbf{s} \rrbracket$ defined by (25) is syntactically sound that is $\boldsymbol{\mathcal { S }}^{\nexists \rrbracket} \llbracket \mathbf{s} \rrbracket=$ $\alpha_{\text {usse mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right) \leqq \widehat{\boldsymbol{\delta}}^{\exists \rrbracket} \llbracket \mathrm{s} \rrbracket$.

Proof of Th. 2. By structural induction on s . We provide an example of a base case (assignment) and an inductive case (iteration), all other cases are handled in Appendix A.4.

- For the assignment $\mathrm{s}::=\ell \mathrm{x}=\mathrm{A}$; let us calculate $\boldsymbol{\delta}^{¥ \exists} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}$
$=\alpha_{\text {usse,modil }}^{\exists l} \llbracket \rrbracket \rrbracket\left(\boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket\right) L_{b}, L_{e}$
$2(22)$ and Lem. $2 \varsigma$
$=\bigcup\left\{\alpha_{\text {use }, \text { mood }}^{l} \llbracket \mathfrak{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \widehat{\boldsymbol{S}}^{*} \llbracket \mathbf{s} \rrbracket\right\} \quad$ (def. (15) of $\left.\alpha_{\text {usse,mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\right\}$
$=\bigcup\left\{\alpha_{\text {use,mode }}^{l} \llbracket \mathrm{~s} \rrbracket \quad L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{s} \rrbracket, \quad\right.\right.$ at $\left.\left.\llbracket \mathrm{s} \rrbracket\right\rangle\right\} \cup \bigcup\left\{\alpha_{\mathrm{use}, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket \quad L_{b}, L_{e}\left\langle\pi_{0}\right.\right.$ at $\llbracket \mathrm{s} \rrbracket$, at $\left.\left.\llbracket \mathbf{S} \rrbracket \xrightarrow{\mathrm{x}=\mathrm{A}=\boldsymbol{A} \llbracket \mathrm{A} \rrbracket \boldsymbol{\varrho}\left(\pi_{0} \mathrm{at} \llbracket \mathbf{s} \rrbracket\right)} \mathrm{aft} \llbracket \mathbf{S} \rrbracket\right\rangle\right\} \quad \quad$ 2def. (3) of $\left.\boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket\right\}$ $=\bigcup\left\{\alpha_{\text {usse,modi }}^{l} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}\right.\right.$ at $\llbracket \mathbf{s} \rrbracket$, at $\left.\left.\llbracket \mathbf{s} \rrbracket \xrightarrow{\mathrm{x}=\mathrm{A}=\mathscr{A} \llbracket \mathrm{A} \rrbracket \varrho\left(\pi_{0} \mathrm{at} \llbracket \mathrm{s} \rrbracket\right)} \mathrm{aft} \llbracket \mathrm{s} \rrbracket\right\rangle\right\}$

2def. (14.a) of $\alpha_{\text {usse,mod }}^{l} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}\right.$ at $\llbracket \mathbf{s} \rrbracket$, at $\left.\llbracket \mathrm{s} \rrbracket\right\rangle=\varnothing \mathrm{S}$
$=\bigcup\left\{y \in V \mid y \in \operatorname{usse} \llbracket x=A \rrbracket \varrho\left(\pi_{0} a t \llbracket s \rrbracket\right) \vee\left(y \notin \bmod \llbracket x=A \rrbracket \varrho\left(\pi_{0} a t \llbracket s \rrbracket\right) \wedge y \in\right.\right.$ $\alpha_{\text {usse,mod }}^{l} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{s} \rrbracket\right.$ • at $\llbracket \mathrm{s} \rrbracket \xrightarrow{\mathrm{x}=\mathrm{A}=\mathscr{A} \llbracket \mathrm{A} \rrbracket \boldsymbol{\rho}\left(\pi_{0} \mathrm{at} \llbracket \mathrm{s} \rrbracket\right)} \mathrm{aft} \llbracket \mathrm{s} \rrbracket$, aft $\left.\left.\left.\llbracket \mathrm{s} \rrbracket\right\rangle\right)\right\}$
2def. (14.b) of $\alpha_{\text {use,mod }}^{l} L_{b}, L_{e}\left\langle\pi_{0}\right.$ at $\llbracket \mathrm{s} \rrbracket$, at $\llbracket \mathrm{s} \rrbracket \xrightarrow{\mathrm{x}=\mathrm{A}=\mathscr{A} \llbracket \mathrm{A} \rrbracket \boldsymbol{\rho}\left(\pi_{0} \mathrm{at} \llbracket \mathrm{s} \rrbracket\right)}$ aft $\left.\llbracket \mathrm{s} \rrbracket\right\rangle \mathrm{S}$
$=\left\{y \in \mathbb{V} \mid y \in \mathbb{u s e} \llbracket x=A \rrbracket \vee\left(y \notin \bmod \llbracket x=A \rrbracket \wedge y \in L_{e}\right)\right\}$
2def. (14.a) of $\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}\right.$, aft $\left.\llbracket \mathrm{s} \rrbracket\right\rangle \triangleq\left\{\mathrm{x} \in \mathbb{V} \mid \mathrm{x} \in L_{e}\right\}=L_{e}$ since esc $\llbracket \mathrm{s} \rrbracket=\mathrm{ff}$ and omitting the useless parameters of use and mod $S$
$=$ unse $\llbracket \mathrm{x}=\mathrm{A} \rrbracket \cup\left(L_{e} \backslash \bmod \llbracket \mathrm{x}=\mathrm{A} \rrbracket\right)$
2def. $\in S$
$=\widehat{\boldsymbol{S}}^{\exists \exists} \llbracket \mathrm{x}=\mathrm{A} ; \rrbracket L_{b}, L_{e} \quad$ (25), Q.E.D. $\int$
$\subseteq$ is never used in this derivation so $\widehat{\boldsymbol{\delta}}^{\exists \rrbracket} \llbracket \mathrm{x}=\mathrm{A} ; \rrbracket L_{b}, L_{e}=\boldsymbol{\mathcal { S }}^{\exists \exists} \llbracket \mathrm{x}=\mathrm{A} ; \rrbracket L_{b}, L_{e}$ is the best (most precise) abstraction for the assignment.

- For the iteration $\mathrm{S}::=$ while ${ }^{\ell}(B) \mathrm{S}_{b}$, we apply the semi-commutation fixpoint approximation Lem. 5 of the Appendix to the fixpoint definition (9) of the prefix trace semantics of the iteration. For the semi-commutation where we can assume that $X$ is an iterate of $\mathscr{F}^{*} \llbracket$ while ${ }^{\ell}(B) s_{b} \rrbracket$ from $\varnothing$ and therefore $X \subseteq \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$, we have

$$
\begin{align*}
& \alpha_{\text {use,mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathscr{F}^{*} \llbracket \text { while }{ }^{\ell}(\mathrm{B}) \mathrm{s}_{b} \rrbracket(X)\right) L_{b}, L_{e} \\
& =\bigcup\left\{\alpha_{\text {use, mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathscr{F}^{*} \llbracket \text { while }{ }^{\ell}(\mathrm{B}) \mathrm{s}_{b} \rrbracket(X)\right\} \\
& =\bigcup\left\{\alpha_{\text {use }, \bmod }^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime}\right\rangle \mid \pi_{1} \ell^{\prime} \in \mathbb{T}^{+} \wedge \ell^{\prime}=\ell\right\}\right\} \cup(a) \\
& \bigcup\left\{\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\neg(\mathrm{B})} \operatorname{aft} \llbracket \mathrm{s} \rrbracket\right\rangle \mid\left\langle\pi_{1} \ell^{\ell^{\prime}},\right.\right.\right. \\
& \left.\left.\left.\ell^{\prime} \pi_{2} \ell^{\prime}\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \varrho\left(\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime}\right)=\mathrm{ff} \wedge \ell^{\prime}=\ell\right\}\right\} \cup \\
& \bigcup\left\{\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} e^{\ell^{\prime}} \xrightarrow{\mathrm{B}} \text { at } \llbracket \mathrm{s}_{b} \rrbracket \cdot \pi_{3}\right\rangle \mid\left\langle\pi_{1} \ell^{\prime}\right. \text {, }\right.\right. \\
& \left.\left.\left.\ell^{\prime} \pi_{2} \ell^{\prime}\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \varrho\left(\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime}\right)=\mathrm{tt} \wedge\left\langle\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\mathrm{B}} \operatorname{at} \llbracket \mathrm{~s}_{b} \rrbracket, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \ell^{\prime}=\ell\right\}\right\}(c) \tag{9}
\end{align*}
$$

We go on by cases.

- For the case (a), we have

$$
\begin{aligned}
& \bigcup\left\{\alpha_{\text {usse }, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime}\right\rangle \mid \pi_{1} \ell^{\prime} \in \mathbb{T}^{+} \wedge \ell^{\prime}=\ell\right\}\right\} \\
& \text { 2(a) }\} \\
& =\bigcup\left\{\alpha_{\text {use }, \operatorname{mada}}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{1} \ell, \ell\right\rangle \mid \pi_{1} \ell \in \mathbb{T}^{+}\right\} \quad \text { (where } \ell=\text { at } \llbracket \text { while }{ }^{\ell}(\mathrm{B}) \mathrm{S}_{b} \rrbracket \mathrm{~S} \\
& \left.=\left\{x \in \mathbb{V} \mid\left(\ell=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \wedge x \in L_{e}\right) \vee\left(\mathrm{esc} \llbracket \mathrm{~s} \rrbracket \wedge \ell=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{~s} \rrbracket \wedge \mathrm{x} \in L_{b}\right)\right\} \quad \text { (14.a) }\right\} \\
& =\varnothing \quad \quad \ell=\mathrm{at} \llbracket \mathrm{~s} \rrbracket \neq \mathrm{aft} \llbracket \mathrm{~s} \rrbracket \text { and } \ell=\mathrm{at} \llbracket \mathrm{~s} \rrbracket \neq \mathrm{brk}-\mathrm{to} \llbracket \mathrm{~s} \rrbracket \text { for iterationin Appendix } \\
& \text { A. } 15
\end{aligned}
$$

- For the case (b) where $X \subseteq \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ is a subset of the iterates, we have
- For the case (c) where $X \subseteq \boldsymbol{S}^{*} \llbracket \mathbf{s} \rrbracket$ is a subset of the iterates, we have

$$
\begin{aligned}
& \bigcup\left\{\alpha_{\text {use }, \bmod }^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\mathrm{B}} \text { at } \llbracket \mathrm{s}_{b} \rrbracket \odot \pi_{3}\right\rangle \mid\left\langle\pi_{1} \ell^{\prime},\right.\right.\right. \\
& \left.\left.\left.\ell^{\prime} \pi_{2} \ell^{\prime}\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \varrho\left(\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime}\right)=\mathrm{tt} \wedge\left\langle\pi_{1} \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\mathrm{B}} \text { at } \llbracket \mathrm{s}_{b} \rrbracket, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \ell^{\prime}=\ell\right\}\right\} \\
= & \bigcup\left\{\alpha_{\text {use }, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{1} \ell, \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}} \text { at } \llbracket \mathrm{s}_{b} \rrbracket \cdot \pi_{3}\right\rangle \mid\left\langle\pi_{1}^{\ell}, \ell \pi_{2} \ell\right\rangle \in X \wedge\right. \\
& \left.\mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{1}^{\ell} \pi_{2} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{3}, \pi_{1} \ell_{2} \ell \xrightarrow{\mathrm{~B}} \text { at } \llbracket \mathrm{s}_{b} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket\right\}
\end{aligned}
$$

$$
\text { 2def. } \in \text { and } \ell^{\prime}=\ell=\operatorname{at} \llbracket \mathbf{s} \rrbracket \int
$$

$=\bigcup\left\{\left\{x \in \mathbb{V} \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \mathbb{u s e} \llbracket a_{i} \rrbracket\right\} \cup \llbracket \ell_{n}=\right.$
 $\mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{g}\left(\pi_{1} \ell \pi_{2} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{3}, \pi_{1} \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{s}_{b} \rrbracket\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{s}_{b} \rrbracket \cdot \pi_{3}=$ $\left.\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$

2by Lem. 1 S

$$
\begin{aligned}
& \bigcup\left\{\alpha_{\text {usse,modal }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{1} \ell^{\prime}, \ell^{\prime} \pi_{2} \ell^{\prime} \xrightarrow{\neg(\mathrm{B})} \text { aft } \llbracket \mathrm{s} \rrbracket\right\rangle \mid\left\langle\pi_{1} \ell^{\prime},\right.\right.\right. \\
& \left.\left.\left.\ell^{\prime} \pi_{2} \ell^{\prime}\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \boldsymbol{\varrho}\left(\pi_{1} \ell^{\prime} \pi_{2} \ell^{\ell^{\prime}}\right)=\mathrm{ff} \wedge \ell^{\prime}=\ell\right\}\right\} \\
& =\bigcup\left\{\alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket \quad L_{b}, L_{e}\left\langle\pi_{1} \ell, \ell \pi_{2} \ell \xrightarrow{\neg(\mathrm{~B})} \operatorname{aft} \llbracket \mathrm{s} \rrbracket\right\rangle \mid\left\langle\pi_{1} \ell,{ }^{\ell} \pi_{2} \ell\right\rangle \in X \wedge\right. \\
& \left.\mathscr{B} \llbracket \mathrm{B} \rrbracket \Omega\left(\pi_{1}{ }^{\ell} \pi_{2}{ }^{\ell}\right)=\mathrm{ff}\right\} \quad \quad \text { 2def. } \in \text { and } \ell^{\prime}=\ell=\mathrm{at} \llbracket \mathrm{~s} \rrbracket \rrbracket \\
& =\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup L_{e} \cup \mid\left\langle\pi_{1} \ell\right. \text {, }\right. \\
& \left.\left.{ }^{\ell} \pi_{2} \ell\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \varrho\left(\pi_{1}{ }^{\ell} \pi_{2}{ }^{\ell}\right)=\mathrm{ff}\right\} \\
& \text { 2by Lem. } 1 \text { where } \ell \pi_{2} \ell \xrightarrow{\neg(\mathrm{~B})} \text { aft } \llbracket \mathrm{s} \rrbracket=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-2}} \ell_{n-1}= \\
& \ell \xrightarrow{a_{n-1}=\neg(\mathrm{B})} \ell_{n} \text { where } \triangleq \ell=\ell_{1} \text { and } \ell_{n}=\operatorname{aft} \llbracket \mathrm{S} \rrbracket,\left\langle\pi_{1} \ell, \ell \pi_{2} \ell\right\rangle \in X \subseteq \mathcal{S}^{*} \llbracket \mathrm{~S} \rrbracket \\
& \text { so }\left\langle\pi_{1} \ell, \ell \pi_{2} \ell \xrightarrow{\neg(\mathrm{~B})} \mathrm{aft} \llbracket \mathrm{~s} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \text {, and esc } \llbracket \mathrm{s} \rrbracket=\text { ffby Appendix A. } 1 \mathrm{~S} \\
& =\bigcup\left\{\left\{\mathrm{x} \in \vee \mid \exists i \in[1, n-2] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup\{\mathrm{x} \in \vee \mid\right. \\
& \left.\forall j \in[1, n-2] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket \mathrm{~B} \rrbracket\right\} \cup L_{e} \mid\left\langle\pi_{1} \ell, \ell \pi_{2}{ }^{\ell}\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \mathrm{~g}\left(\pi_{1}{ }^{\ell} \pi_{2}{ }^{\ell}\right)= \\
& \text { ff }\} \quad \quad 2[1, n-1]=[1, n-2] \cup\{n-1\}, a_{n-1}=\neg(\mathrm{B}) \text {, and use } \llbracket \neg(\mathrm{B}) \rrbracket=\text { use } \llbracket \mathrm{B} \rrbracket \int \\
& \subseteq \bigcup\left\{\left\{\mathrm { x } \in \mathbb { V } | \exists i \in [ 1 , n - 2 ] . \forall j \in [ 1 , i - 1 ] . \mathrm { x } \notin \operatorname { m o d } \llbracket a _ { j } \rrbracket \wedge \mathrm { x } \in \operatorname { u s s e } \llbracket a _ { i } \rrbracket | \left\langle\pi_{1} \ell,\right.\right.\right. \\
& \left.\left.\left.\ell \pi_{2} \ell\right\rangle \in X\right\}\right\} \cup \text { use } \llbracket \mathrm{B} \rrbracket \cup L_{e} \\
& \text { } \text { ignoring the check } \forall j \in[1, n-2] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \text { that } \mathrm{x} \text { has not been } \\
& \text { modified before its use in } \neg(B) \text {, that the test } B \text { is false, and } \ell \pi_{2} \ell \triangleq \\
& \ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-2}} \ell_{n-1} \text { with } \ell=\ell_{1} \text { and } \ell_{n-1}=\ell S \\
& \subseteq \bigcup\left\{\alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in X\right\} \cup \text { unse } \llbracket \mathrm{B} \rrbracket \cup L_{e} \\
& =\alpha_{\text {usse,modid }}^{\exists l} \llbracket \mathrm{~s} \rrbracket(X) L_{b}, L_{e} \cup \text { usse } \llbracket \mathrm{B} \rrbracket \cup L_{e}
\end{aligned}
$$

$=\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \mid\left\langle\pi_{1} \ell\right.\right.$, $\left.\ell \pi_{2} \ell\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \varrho\left(\pi_{1} \ell \pi_{2} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{3}, \pi_{1} \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{s}_{b} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \ell \pi_{2} \ell=$ $\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m} \wedge \ell \xrightarrow{\text { B }}$ at $\llbracket s_{b} \rrbracket=\ell_{m} \xrightarrow{a_{m}=\mathrm{B}} \ell_{m+1} \wedge \pi_{3}=\ell_{m+1} \xrightarrow{a_{m+1}}$ $\left.\ldots \xrightarrow{a_{n-1}} e_{n}\right\}$

2by decomposing the trace according to its pattern, $\left\langle\pi_{3}, \pi_{1} \ell \pi_{2} \ell \xrightarrow{B}\right.$ at $\left.\llbracket \mathrm{s}_{b} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket$ so $\ell_{n} \neq \mathrm{aft} \llbracket \mathrm{s} \rrbracket$, and esc$\left.\llbracket \llbracket \rrbracket \rrbracket=\mathrm{ff}\right\}$
$=\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, m-1] . \forall j \in[1, i-1] \cdot \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup\{\mathrm{x} \in \mathbb{V} \mid\right.$ $\left.\forall j \in[1, m-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{m} \rrbracket\right\} \cup\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[m+1, n-1] . \forall j \in$ $\left.[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \mathrm{usse} \llbracket a_{i} \rrbracket\right\} \mid\left\langle\pi_{1} \ell, \ell \pi_{2} \ell\right\rangle \in X \wedge \mathscr{B} \llbracket \mathrm{~B} \rrbracket \varrho\left(\pi_{1}{ }^{\ell} \pi_{2} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{3}\right.$, $\pi_{1} \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}}$ at $\left.\llbracket \mathrm{s}_{b} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \ell \pi_{2} \ell=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m} \wedge \ell \xrightarrow{\mathrm{~B}}$ at $\left.\llbracket \mathrm{s}_{b} \rrbracket=\ell_{m} \xrightarrow{a_{m}=\mathrm{B}} \mathrm{e}_{m+1} \wedge \pi_{3}=\ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$

2by decomposing $[1, n-1]=[1, m-1] \cup\{m\} \cup[m+1, n-1]\}$
$\subseteq \bigcup\left\{\left\{\mathrm{x} \in \mathbb{V}\left|\exists i \in[1, m-1] . \forall j \in[1, i-1] \cdot \mathrm{x} \notin \bmod \llbracket\left[a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\}\right|\left\langle\pi_{1} \ell\right.\right.\right.$, $\left.\left.\ell \pi_{2} \ell\right\rangle \in X \wedge \ell \pi_{2} \ell=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m}\right\} \cup$ usse $\llbracket \mathrm{B} \rrbracket \cup \bigcup\{\{\mathrm{x} \in \mathbb{V} \mid \exists i \in$ $[m+1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket\left[a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \mid\left\langle\pi_{3}, \pi_{1} \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}}\right.$ at $\left.\left.\llbracket \mathbf{S}_{b} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s}_{b} \rrbracket \wedge \pi_{3}=\ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$

2def. U , ignoring the check $\forall j \in[1, m-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket$ that x has not been modified before its use in $a_{m}=\mathrm{B}$, ignoring the value of $\mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{\rho}\left(\pi_{1} \mathrm{e} \pi_{2} \mathrm{e}\right)=\mathrm{tt} \oint$
$\subseteq \bigcup\left\{\alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{1} \ell, \ell \pi_{2} \ell\right\rangle \mid\left\langle\pi_{1} \ell, \ell \pi_{2} \ell\right\rangle \in X\right\} \cup$ use $\llbracket \mathrm{B} \rrbracket \cup \bigcup\{\{x \in \mathbb{V} \mid \exists i \in$ $\left.[m+1, n-1] . \forall j \in[1, i-1] . x \notin \bmod \llbracket a_{j} \rrbracket \wedge x \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup\left(\ell_{n}=\operatorname{aft} \llbracket \mathrm{s}_{b} \rrbracket\right.$ ?
$L_{e}: \varnothing \rrbracket \cup\left(\operatorname{esc} \llbracket s_{b} \rrbracket \wedge e_{n}=\operatorname{brk-to} \llbracket \mathrm{s}_{b} \rrbracket\right.$ ? $L_{b}: \varnothing \rrbracket \mid\left\langle\pi_{3}, \pi_{1} \ell \pi_{2} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{s}_{b} \rrbracket\right\rangle \in$ $\left.\mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket \wedge \pi_{3}=\ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$

Əby Lem. 1 for the first term since aft $\llbracket \mathrm{s} \rrbracket \neq \ell$ and brk-to $\llbracket \mathrm{s} \rrbracket \neq \ell$ and over-approximating the third term $S$
$\subseteq \bigcup\left\{\alpha_{\text {use, mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{1} \ell, \ell \pi_{2} \ell\right\rangle \quad \mid\left\langle\pi_{1} \ell,{ }^{\ell} \pi_{2} \ell\right\rangle \in X\right\} \cup$ usse $\llbracket \mathrm{B} \rrbracket \cup$

$\subseteq \bigcup\left\{\alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in X\right\} \cup u \operatorname{ses} \llbracket \mathrm{~B} \rrbracket \cup \bigcup\left\{\alpha_{\mathrm{use}, \text { mood }}^{l} \llbracket \mathrm{~S}_{b} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}\right.\right.$, $\left.\left.\pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \boldsymbol{\mathcal { S }}^{*} \llbracket \mathbf{s}_{b} \rrbracket\right\}$ (over-approximating the semantics $X$ and $\left.\boldsymbol{\delta}^{*} \llbracket \mathbf{s}_{b} \rrbracket\right\}$
$\subseteq\left(\alpha_{\mathrm{uss}, \text { mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket(X) L_{b}, L_{e}\right) \cup \mathrm{use} \llbracket \mathrm{b} \rrbracket \cup\left(\alpha_{\text {usse }}^{\exists l} \bmod \mathrm{~s}_{b} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathrm{~s}_{b} \rrbracket\right) L_{b}, L_{e}\right)$
$\subseteq\left(\alpha_{\text {use }}^{\exists l}\right.$ mod $\left.\llbracket \llbracket \rrbracket \rrbracket(X) L_{b}, L_{e}\right) \cup$ uss $\llbracket \mathrm{B} \rrbracket \cup \widehat{\boldsymbol{\delta}}^{\exists \exists} \llbracket \mathrm{s}_{b} \rrbracket L_{b}, L_{e}$

- Gathering the three cases $(a),(b)$, and (c), we have proved the semi-commutation condition

$$
\begin{aligned}
& \alpha_{\text {use,mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathscr{F}^{*} \llbracket \mathrm{while} \ell(\mathrm{~B}) \mathrm{s}_{b} \rrbracket(X)\right) L_{b}, L_{e} \subseteq \\
& \quad L_{e} \cup\left(\alpha_{\mathrm{use}, \text { modd }}^{\exists l} \llbracket \mathrm{~s} \rrbracket(X) L_{b}, L_{e} \cup \text { unse } \llbracket \mathrm{B} \rrbracket \cup L_{e}\right) \cup\left(\alpha_{\mathrm{use}, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket(X) L_{b}, L_{e}\right) \cup \text { unse } \llbracket \mathrm{B} \rrbracket \cup \\
& \widehat{\boldsymbol{S}}^{\exists \exists} \llbracket \mathrm{s}_{b} \rrbracket L_{b}, L_{e}
\end{aligned}
$$

So we define

$$
\mathscr{B}^{\exists \exists \rrbracket} \llbracket \text { while }(\mathrm{B}) \mathrm{s}_{b} \rrbracket L_{b}, L_{e} X \triangleq L_{e} \cup X \cup \text { use } \llbracket \mathrm{B} \rrbracket \cup \widehat{\mathcal{S}}^{\exists \exists} \llbracket \mathrm{s}_{b} \rrbracket L_{b}, L_{e}
$$

to get $\widehat{\boldsymbol{S}}^{\nexists \eta} \llbracket$ while (B) $\mathrm{S}_{b} \rrbracket L_{b}, L_{e} \triangleq \mid \mathrm{fp}{ }^{\subseteq} \mathscr{B}^{\nexists \eta} \llbracket$ while (B) $\mathrm{S}_{b} \rrbracket L_{b}, L_{e}$. The iterates are

- $X^{0}=\varnothing$
- $X^{1}=\mathscr{B}^{\nexists \eta} \llbracket$ while $(\mathrm{B}) \mathrm{s}_{b} \rrbracket L_{b}, L_{e} X^{0}=L_{e} \cup$ unse $\llbracket \mathrm{B} \rrbracket \cup \widehat{\mathcal{S}}^{\nexists \rrbracket} \llbracket \mathrm{s}_{b} \rrbracket L_{b}, L_{e}$
- $X^{2}=\mathscr{B}^{\nexists \eta} \llbracket$ while (B) $\mathrm{S}_{b} \rrbracket L_{b}, L_{e} X^{2}=L_{e} \cup$ unse $\llbracket \mathrm{B} \rrbracket \cup \widehat{\mathcal{S}}^{\exists \rrbracket} \llbracket \mathrm{s}_{b} \rrbracket L_{b}, L_{e}=X^{1}$

Therefore the least fixpoint is the constant

$$
\widehat{\mathcal{S}}^{\exists \exists} \llbracket \text { while (B) } \mathrm{S}_{b} \rrbracket L_{b}, L_{e}=L_{e} \cup \text { use } \llbracket \mathrm{B} \rrbracket \cup \widehat{\mathcal{S}}^{\nexists \|} \llbracket \mathrm{s}_{b} \rrbracket L_{b}, L_{e}
$$

as stated in (25), Q.E.D.

We conclude that algorithm (25) is sound with respect to the revised syntactic/semantic definition $\mathcal{S}^{\exists \rrbracket \llbracket} \llbracket \mathbf{s} \rrbracket$ of liveness in (24).

Theorem $3 \quad \mathcal{S}^{\exists \exists} \llbracket \mathrm{s} \rrbracket=\alpha_{\text {use,mad }}^{\exists l}\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right) \subseteq \widehat{\mathcal{S}}^{\exists \exists} \llbracket \mathrm{s} \rrbracket$.

Proof (of Th. 3)
$\alpha_{\text {use,modi }}^{\exists l}\left(\mathcal{S}^{+\infty} \llbracket \mathrm{s} \rrbracket\right)$
$=\alpha_{\mathrm{use}, \bmod }^{\exists l}\left(\mathcal{S}^{*} \llbracket \mathrm{~S} \rrbracket\right)$
2Lem. 2 §
$\dot{\subseteq} \widehat{\mathcal{S}}^{\exists \exists} \llbracket \mathrm{s} \rrbracket$
2Th. 2 and Th. 15

## 5 Calculational design of the syntactic structural deadness static analysis

By duality we obtain the syntactic definite deadness analysis which is the information actually needed in compilers.

```
Structural syntactic definite deadness analysis
    \(\widehat{\mathcal{S}}^{\forall d \rrbracket} \llbracket \mathrm{sl} \ell \rrbracket D_{e}=\widehat{\boldsymbol{S}}^{\forall d \rrbracket} \llbracket \mathrm{sl} \ell \rrbracket \vee, D_{e}\)
        \(\widehat{\mathcal{S}} \forall \llbracket \llbracket \mathrm{x}=\mathrm{A} ; \rrbracket D_{b}, D_{e}=\neg \mathrm{use} \llbracket \mathrm{x}=\mathrm{A} \rrbracket \cap\left(D_{e} \cup \bmod \llbracket \mathrm{x}=\mathrm{A} \rrbracket\right)\)
            \(\widehat{\mathcal{S}}^{\forall d \rrbracket} \llbracket \rrbracket D_{b}, D_{e}=D_{e}\)
            \(\widehat{\mathcal{S}}^{\forall d} \llbracket \mathrm{~s}^{\prime} \mathrm{s} \rrbracket D_{b}, D_{e}=\widehat{\boldsymbol{S}}^{\forall d \rrbracket} \llbracket \mathrm{sl}^{\prime} \rrbracket D_{b},\left(\widehat{\mathcal{S}}^{\forall d} \llbracket \mathrm{~s} \rrbracket D_{b}, D_{e}\right)\)
            \(\widehat{\mathcal{S}}^{\forall d} \llbracket \epsilon \rrbracket D_{b}, D_{e}=D_{e}\)
        \(\widehat{\boldsymbol{S}}^{\forall d \rrbracket} \llbracket i f(\mathrm{~B}) \mathrm{S}_{t} \rrbracket D_{b}, D_{e}=\neg\) use \(\llbracket \mathrm{B} \rrbracket \cap D_{e} \cap \widehat{\boldsymbol{S}}^{\forall d} \llbracket \mathrm{~s}_{t} \rrbracket D_{b}, D_{e}\)
\(\widehat{\mathcal{S}}^{\forall d \rrbracket} \llbracket \mathrm{if}(\mathrm{B}) \mathrm{s}_{t}\) else \(\mathrm{s}_{f} \rrbracket D_{b}, D_{e}=\neg\) unse \(\llbracket \mathrm{B} \rrbracket \cap \widehat{\mathcal{S}}^{\forall \mathrm{d}} \llbracket \mathrm{s}_{t} \rrbracket D_{b}, D_{e} \cap \widehat{\mathcal{S}}^{\forall d} \llbracket \mathrm{~s}_{f} \rrbracket D_{b}, D_{e}\)
    \(\widehat{\boldsymbol{S}}^{\forall d \rrbracket} \llbracket\) while (B) \(\mathrm{s}_{b} \rrbracket D_{b}, D_{e}=\neg\) usse \(\llbracket \mathrm{B} \rrbracket \cap D_{e} \cap \widehat{\mathcal{S}}^{\forall d} \llbracket \mathrm{~s}_{b} \rrbracket D_{b}, D_{e}\)
        \(\widehat{\boldsymbol{\delta}}^{\forall d \mathrm{~d}} \llbracket\) break ; \(\rrbracket D_{b}, D_{e}=D_{b}\)
            \(\left.\widehat{\boldsymbol{S}}^{\forall d \rrbracket} \llbracket\{\mathrm{sl}\} \rrbracket D_{b}, D_{e}=\widehat{\boldsymbol{S}}^{\forall d} \llbracket \mathrm{~s}\right\urcorner \rrbracket D_{b}, D_{e}\)
```

Theorem 4 (Structural syntactic definite deadness analysis) For all program components $\mathbf{s}$, define $\boldsymbol{S}^{\forall d} \llbracket \mathbf{s} \rrbracket D_{b}, D_{e} \triangleq \neg \boldsymbol{S}^{\exists \exists} \llbracket \mathbf{s} \rrbracket \neg D_{b}, \neg D_{e} . \mathcal{S}^{\forall d}$ is equivalently defined by $\widehat{\mathcal{S}}^{\forall \circledR l}$ in (26).

Proof of Th. 4. The proof is by structural induction and essentially consists in applying De Morgan laws for complement. For example,

$$
\begin{aligned}
& \mathcal{S}^{\forall \mathrm{d}} \llbracket \mathrm{if}(\mathrm{~B}) \mathrm{S}_{t} \rrbracket D_{b}, D_{e} \\
& =\neg \mathcal{S}^{\exists \exists} \llbracket \mathbf{i f}(\mathrm{B}) \mathrm{S}_{t} \rrbracket \neg D_{b}, \neg D_{e} \quad \text { 2definition of } \boldsymbol{S}^{\forall d} \llbracket \mathbf{s} \rrbracket \text { as dual of } \boldsymbol{S}^{¥ \exists} \llbracket \mathbf{s} \rrbracket \boldsymbol{S} \\
& =\neg\left(\text { ouse } \llbracket \mathrm{B} \rrbracket \cup \neg D_{e} \cup \mathcal{S}^{\exists \exists} \llbracket \mathrm{s}_{t} \rrbracket \neg D_{b}, \neg D_{e}\right) \\
& 2(25) S \\
& \left.=\neg \text { usse } \llbracket \mathrm{B} \rrbracket \cap \neg \neg D_{e} \cap \neg \mathcal{S}^{\exists \exists} \llbracket \mathrm{s}_{t} \rrbracket \neg D_{b}, \neg D_{e}\right) \\
& \text { ¿De Morgan laws } \int \\
& =\neg \operatorname{usse} \llbracket \mathrm{B} \rrbracket \cap D_{e} \cap \mathcal{S}^{\forall d} \llbracket \mathrm{~s}_{t} \rrbracket D_{b}, D_{e} \quad \text { 2structural induction hypothesis } \delta
\end{aligned}
$$

All other cases are similar.

## 6 Is liveness analysis correctly used for code optimization?

### 6.1 Liveness specification

We have considered three possible specifications of liveness. A purely semantic one $\boldsymbol{S}^{\exists l}$ in (20) with respect to which the liveness analysis algorithm (25) is unsound and a syntactic one $\boldsymbol{S}^{\nexists 0}$ in (22) as well as a revised syntactic/semantic liveness specification $\mathcal{S}^{\exists 1}$ in (24) for which, by Th. 1 and 2, the liveness analysis algorithm (25) is sound. The problem is that, as shown in Section 3.4, the syntactic specification of liveness $\boldsymbol{S}^{\nexists 1}$ in (22) is unsound with respect to the purely semantic specification $\mathcal{S}^{\exists l}$ in (20). This is problematic since applications of the liveness analysis algorithm (25) are not designed with respect to what the algorithm does, but with respect to the specification of what it is supposed to do. Therefore, a potential problem is in the use of the liveness analysis algorithm (25) with a semantic definition $\mathcal{S}^{\exists \exists}$ in (20) of soundness for which it is incorrect.

### 6.2 What could go wrong when optimizing programs?

Consider a compiler that successively performs

1. a (syntactic) liveness analysis $\boldsymbol{\delta}^{\text {\#n }}$;
2. next, a code optimization by removal
(a) of assignments to variables that are dead after this assignment,
(b) of assignments to variables that do not change the value of this variable (using Kildall's constancy analysis [21] or a more precise symbolic constancy analysis [17, 31]);
3. next, a register allocation such that
(a) simultaneously live variables are stored in different registers,
(b) when no register is left and one is needed, one of those containing the value of a dead variable is preferred (to avoid saving the value of the variable to its memory location as would be needed for live variables).

For the following program (where all variables are dead on exit)

|  | semantical live dead | syntactically live dead |
| :---: | :---: | :---: |
| $x=0 ; \operatorname{scanf}(\mathrm{y})$; |  |  |
| if ( $x==0$ ) \{ |  |  |
| $\ell_{1} \ldots x$ and $y$ neither used nor modified ... | $e_{1}\{x\} \quad\{y\}$ | $\{y\}\{x\}$ |
| $\ell_{2} \mathrm{x}=\mathrm{y}-\mathrm{y}$; \} | $\ell_{2}\{x\} \quad\{y\}$ | \{y\} $\{x\}$ |
| else \{ |  |  |
| $\mathrm{x}=42$; |  |  |
| \} |  |  |
| $l_{3}$ print(x); | $\ell_{3}\{x\} \quad\{y\}$ | $\{x\} \quad\{y\}$ |

x is semantically live at $\ell_{1}, \ell_{2}$, and $\ell_{3}$ since it is never modified (in particular not modified at $\ell_{2}$ ) before being used at $\ell_{3}$. However it is syntactically dead at $\ell_{1}$ and $\ell_{2}$ since it is not used before being assigned at $\ell_{2}$. Code elimination (2b) will suppress the assignment at $\ell_{2}$ since the value of x is unchanged. Assume x is in a register at $\ell_{1}$ and a fresh register is needed but none is left available. By (3b) the register containing $\times$ may be selected since its value need not be saved to memory because x is syntactically dead at $\ell_{1}$. Then the value of x is lost at $e_{3}$, a compilation bug. The problem is the notion of modification assimilated to an assignment in (21) and syntactic liveness $\boldsymbol{\delta}^{\boldsymbol{\exists 1}}$ in (22) when this assignment is redundant and may be eliminated from the object program.

This error does not occur with semantic liveness $\boldsymbol{\delta}^{\exists \exists}$ in (20) which declares x live at $\ell_{1}$ so the register containing its value will be saved to memory (and reloaded at $\ell_{3}$ ).

### 6.3 Why does it not go wrong?

One solution is to prevent program transformations (such as (2b) and (3b) above) that do not preserve the soundness of the semantic liveness $\boldsymbol{\delta}^{\exists 1}$ in (20). Since (2b) does not depend on the liveness analysis, it can be moved before. Another solution is to redo the liveness analysis after any program transformation that does not preserve the information. A better solution is adopted in CompCert [22]: the liveness analysis and code elimination are performed simultaneously and the liveness analysis is designed to be valid after code elimination. The soundness of the liveness analysis is stated and proved as "after code elimination, the program execution does not depend on the values of the variables declared dead by the analysis". More generally, a program transformation based on a sound static program analysis must be formally proved to be correct. This can be done in the framework of abstract interpretation [13].

## 7 Conclusion

We have shown that Gary Kildall approach to data flow analysis by abstraction over a path and merge over all paths [21] as well as Bernhard Steffen's approach "Data Flow Analysis is Model Checking" [28, 29] (requiring finite abstract domains) formalized by David Schmidt as "Data Flow Analysis is Model Checking of Abstract Interpretations" [25], (including its recent reformulation [5]), hide subtleties in the definition of soundness, which may lead to incorrect semantics-based compiler optimizations.

Moreover, the use of transition systems in model checking forgets about the program structure and so cannot be used directly to formally derive structural elimination algorithms which may be more efficient than fixpoint algorithms. Of course elimination would not be necessarily feasible in presence of arbitrary branching in or out of loops. But nevertheless, by the chaotic iteration theorem [8], the result remains valid for all loops with forward branching only.

We have argued that "Data Flow Analysis is an Abstract Interpretation of a Trace Semantics", as first propounded by [12, Section 7.2.0.6.3] solves the soundness and design problems thanks to a not so natural replacement of "semantically modified" by "syntactically assigned to". Therefore liveness analysis must be performed after program assignment transformations.

Since the program cannot be modified after the classical syntactic liveness analysis since the analysis can become wrong after the transformation, an alternative, à la CompCert [22], is to use dependency: the soundness of the liveness analysis is stated and proved as "the program execution does not depend on the values of the variables declared dead by the analysis".

More generally, this is another illustration that program property specification is better performed directly on a semantics rather than, as is the case in dataflow analysis, on any of its abstractions.

Let us leave the conclusion to an anonymous reviewer. "It is an old story that the dataflow analysis framework ("syntactic" dataflow analysis in paper's
characterization) is way too weak. For modern programming languages, control flow is not syntactic but a part of semantics. Dataflow analysis assumes the control flow to be available before the analysis hence a stalemate for modern languages with higher order functions, dynamic bindings, or dynamic gotos; dataflow analysis has neither a systematic guide to prove the correctness of an analysis nor systematic approach to manage the precision of the analysis. On the other hand, the semantics-based design theory (abstract interpretation) is general enough to handle any kind of source languages and powerful enough to prove the correctness and to manage its precision."
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## A Appendix of "Syntactic and Semantic Soundness of Structural Dataflow Analysis" by Patrick Cousot

## A. 1 Program labels

at $\llbracket \mathbf{s} \rrbracket$ is the program point at which execution of a program component $\mathbf{S}$ starts. aft $\llbracket \mathbf{S} \rrbracket$ is the program point at which execution of $\mathbf{S}$ is supposed to terminate, if ever. esc $\llbracket \mathbf{s} \rrbracket$ is true ( tt ff ) if and only if the program component s contains a break ; statement escaping out of that component S (so that this break ; statement is not inside an iteration within $\mathbf{s}$ ). brk-to $\llbracket \mathrm{s} \rrbracket$ is the program point at which execution of the program component $S$ goes to when a break ; statement escapes out of that component $\mathbf{S}$. It is well-defined only when esc $\llbracket \mathbf{s} \rrbracket=\mathrm{tt}$; brks-of $\llbracket \mathbf{S} \rrbracket$ collects the labels of all break ; statements that can escape out of $\mathbf{S}$ (so excluding break ; statements inside an iteration statement within S).

```
P ::= Sl
    \(\mathrm{at} \llbracket \mathrm{P} \rrbracket=\mathrm{at} \llbracket \mathrm{Sl} \rrbracket\)
    \(\mathrm{aft} \llbracket \mathrm{P} \rrbracket=\mathrm{aft} \llbracket \mathrm{Sl} \rrbracket\)
    \(\operatorname{esc} \llbracket \mathrm{P} \rrbracket=\mathrm{ff}, \quad \mathrm{esc} \llbracket \mathrm{Sl} \rrbracket=\mathrm{ff}\)
    brks-of \(\llbracket \mathrm{P} \rrbracket=\varnothing, \quad\) brks-of \(\llbracket \mathrm{Sl} \rrbracket=\varnothing\)
    in \(\llbracket \mathrm{P} \rrbracket=\mathrm{in} \llbracket \mathrm{Sl} \rrbracket, \quad \operatorname{aft} \llbracket \mathrm{Sl} \rrbracket \notin \mathrm{in} \llbracket \mathrm{Sl} \rrbracket\)
\(\mathrm{sl}::=\mathrm{sl}{ }^{\prime} \mathrm{s}\)
    \(\mathrm{at} \llbracket \mathrm{sl} \rrbracket=\mathrm{at} \llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket\)
    \(\mathrm{aft} \llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket=\mathrm{at} \llbracket \mathrm{s} \rrbracket, \quad \mathrm{aft} \llbracket \mathrm{s} \rrbracket=\mathrm{aft} \llbracket \mathrm{sl} \rrbracket\)
    esc \(\llbracket \mathrm{sl} \rrbracket=\operatorname{esc} \llbracket s l^{\prime} \rrbracket \vee \mathrm{esc} \llbracket \mathrm{s} \rrbracket\)
    brk-to \(\llbracket \mathrm{sl}^{\prime} \rrbracket=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{s} \rrbracket=\mathrm{brk-to} \llbracket \mathrm{sl} \rrbracket\)
    brks-of \(\llbracket \mathrm{sl} \rrbracket=\) brks-of \(\llbracket \mathrm{sl}^{\prime} \rrbracket \mathrm{U}\) brks-of \(\llbracket \mathrm{s} \rrbracket\)
    in \(\llbracket s l \rrbracket=\operatorname{in} \llbracket s l^{\prime} \rrbracket \cup \operatorname{in} \llbracket s \rrbracket\)
    \(\mathrm{in} \llbracket \mathrm{sl}^{\prime} \rrbracket \cap \mathrm{in} \llbracket \mathrm{s} \rrbracket=\varnothing\)
        when \(s l^{\prime} \neq\{\ldots\{\epsilon\} \ldots\}\)
Sl::= \(\epsilon\)
    \(\mathrm{at} \llbracket \mathrm{sl} \rrbracket=\mathrm{aft} \llbracket \mathrm{sl} \rrbracket\)
    \(\operatorname{esc} \llbracket s l \rrbracket=\mathrm{ff}\)
    brks-of \(\llbracket s l \rrbracket=\varnothing\)
    in \(\llbracket \mathrm{sl} \rrbracket=\{\mathrm{at} \llbracket \mathrm{sl} \rrbracket\}\)
\(\mathrm{S}::=\mathrm{x}=\mathrm{A}\);
    \(\mathrm{esc} \llbracket \mathrm{s} \rrbracket=\mathrm{ff}\)
    brks-of \(\llbracket \mathrm{s} \rrbracket=\varnothing\)
    in \(\llbracket \mathrm{s} \rrbracket=\{\mathrm{at} \llbracket \mathrm{s} \rrbracket\}\)
```

```
S : := ;
    \(\mathrm{esc} \llbracket \mathrm{s} \rrbracket=\mathrm{ff}\)
    brks-of \(\llbracket \mathrm{s} \rrbracket=\varnothing\)
    \(\mathrm{in} \llbracket \mathrm{s} \rrbracket=\{\mathrm{at} \llbracket \mathrm{s} \rrbracket\}\)
\(\mathrm{S}:=\mathbf{i f}(\mathrm{B}) \mathrm{S}_{t}\)
    \(\mathrm{aft} \llbracket \mathrm{S}_{t} \rrbracket=\mathrm{aft} \llbracket \mathrm{S} \rrbracket\)
    \(\operatorname{esc} \llbracket \mathbf{s} \rrbracket=\operatorname{esc} \llbracket \mathbf{s}_{t} \rrbracket \quad\) brk-to \(\llbracket \mathbf{s}_{t} \rrbracket=\) brk-to \(\llbracket \mathbf{s} \rrbracket\)
    brks-of \(\llbracket \mathrm{S} \rrbracket=\mathrm{brks}\)-of \(\llbracket \mathrm{S}_{t} \rrbracket\)
    \(\mathrm{in} \llbracket \mathrm{s} \rrbracket=\{\mathrm{at} \llbracket \mathrm{s} \rrbracket\} \cup \mathrm{in} \llbracket \mathrm{s}_{t} \rrbracket\)
    at \(\llbracket \mathrm{S} \rrbracket \notin \operatorname{in} \llbracket \mathrm{S}_{t} \rrbracket\)
\(\mathrm{S}::=\mathrm{if}(\mathrm{B}) \mathrm{S}_{t}\) else \(\mathrm{S}_{f}\)
    \(\operatorname{aft} \llbracket \mathrm{s}_{t} \rrbracket=\mathrm{aft} \llbracket \mathrm{s}_{f} \rrbracket=\mathrm{aft} \llbracket \mathrm{s} \rrbracket\)
    \(\mathrm{esc} \llbracket \mathbf{s} \rrbracket=\mathrm{esc} \llbracket \mathrm{s}_{t} \rrbracket \vee \mathrm{esc} \llbracket \mathrm{s}_{f} \rrbracket\)
    brk-to \(\llbracket \mathrm{s}_{t} \rrbracket=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{s}_{f} \rrbracket=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{s} \rrbracket\)
    brks-of \(\llbracket \mathrm{s}_{t} \rrbracket \cup \mathrm{brks}\)-of \(\llbracket \mathrm{s}_{f} \rrbracket\)
    \(\operatorname{in} \llbracket \mathrm{s} \rrbracket=\{\mathrm{at} \llbracket \mathrm{s} \rrbracket\} \cup \mathrm{in} \llbracket \mathrm{s}_{t} \rrbracket \cup \mathrm{in} \llbracket \mathrm{s}_{f} \rrbracket\)
    at \(\llbracket \mathrm{s} \rrbracket \notin \operatorname{in} \llbracket \mathrm{s}_{t} \rrbracket \cup \mathrm{in} \llbracket \mathrm{s}_{f} \rrbracket\)
    in \(\llbracket \mathrm{s}_{t} \rrbracket \cap \mathrm{in} \llbracket \mathrm{s}_{f} \rrbracket=\varnothing\)
\(\mathrm{s}:\) := break ;
    \(\mathrm{esc} \llbracket \mathrm{s} \rrbracket=\mathrm{tt}\)
    brks-of \(\llbracket \mathbf{s} \rrbracket=\{\) at \(\llbracket \mathbf{s} \rrbracket\}\)
    \(\mathrm{in} \llbracket \mathrm{s} \rrbracket=\{\mathrm{at} \llbracket \mathrm{s} \rrbracket\}\)
```

$$
\begin{aligned}
& \mathrm{S}::=\text { while }(\mathrm{B}) \mathrm{S}_{b} \\
& \text { aft } \llbracket \mathrm{s}_{b} \rrbracket=\mathrm{at} \llbracket \mathrm{~s} \rrbracket \\
& \mathrm{esc} \llbracket \mathrm{~s} \rrbracket=\mathrm{ff} \\
& \text { brk-to } \llbracket \mathrm{s}_{b} \rrbracket=\mathrm{aft} \llbracket \mathrm{~s} \rrbracket \\
& \text { brks-of } \llbracket \mathrm{s} \rrbracket=\varnothing \\
& \text { in } \llbracket \mathrm{s} \rrbracket=\{\mathrm{at} \llbracket \mathrm{~s} \rrbracket\} \mathrm{U} \text { in } \llbracket \mathrm{s}_{b} \rrbracket \\
& \text { at } \llbracket \mathrm{s} \rrbracket \notin \text { in } \llbracket \mathrm{s}_{b} \rrbracket
\end{aligned}
$$

The above specification of labelling leave the choice of labels free. For example, a label can be represented by the program component that remains to be executed when execution is at this label, as in [23]. When explicitly decorating programs with labels, we should have

$$
\begin{array}{llll}
\mathrm{S}::=\ell \mathrm{x}=\mathrm{A} ; & \text { at } \llbracket \mathrm{S} \rrbracket \triangleq \ell & \mathrm{~S}::=\mathrm{if} \ell(\mathrm{~B}) \mathrm{S}_{t} \text { else } \mathrm{S}_{f} & \text { at } \llbracket \mathrm{S} \rrbracket \triangleq \ell \\
\mathrm{~S}::=\ell ; & \text { at } \llbracket \mathrm{S} \rrbracket \triangleq \ell & \mathrm{~S}::=\text { while } \ell(\mathrm{B}) \mathrm{S}_{b} & \text { at } \llbracket \mathrm{S} \rrbracket \triangleq \ell \\
\mathrm{~S}::=\mathrm{if} \ell(\mathrm{~B}) \mathrm{S}_{t} & \text { at } \llbracket \mathrm{S} \rrbracket \triangleq \ell & \mathrm{~S}::=\ell \text { break ; } & \mathrm{at} \llbracket \mathrm{~S} \rrbracket \triangleq \ell \\
& & \mathrm{P}::=\mathrm{Sl} \ell & \text { aft } \llbracket \mathrm{P} \rrbracket \triangleq \mathrm{aft} \llbracket \mathrm{Sl} \rrbracket \triangleq \ell
\end{array}
$$

For all program components $S$ of a program $P$, at $\llbracket s \rrbracket \in \operatorname{in} \llbracket S \rrbracket$, if $S \neq\{\ldots\{\epsilon\} \ldots\}$ then aft $\llbracket \mathrm{s} \rrbracket \notin$ in $\llbracket \mathrm{s} \rrbracket$, and esc $\llbracket \mathrm{s} \rrbracket \Rightarrow($ brk-to $\llbracket \mathrm{s} \rrbracket \notin$ in $\llbracket \mathrm{s} \rrbracket) \wedge($ brk-to $\llbracket \mathrm{s} \rrbracket \neq \mathrm{aft} \llbracket \mathrm{s} \rrbracket)$.
labs $\llbracket \mathbf{S} \rrbracket$ is the set of potentially reachable program points while executing s either in or after the statement or by a break.

$$
\operatorname{labs} \llbracket \mathrm{s} \rrbracket \triangleq \mathrm{in} \llbracket \mathbf{s} \rrbracket \cup\{\operatorname{aft} \llbracket \mathrm{~s} \rrbracket\} \cup \llbracket \mathrm{esc} \llbracket \mathrm{~s} \rrbracket \text { ? }\{\text { brk-to } \llbracket \mathbf{s} \rrbracket\} \circ \varnothing \varnothing
$$

Lemma 3 For all program components $\mathrm{S} \in \mathbb{P} \mathbb{C}$ of a program P , at $\llbracket \mathrm{S} \rrbracket \in \mathrm{in} \llbracket \mathrm{s} \rrbracket$.
Proof (of Lem. 3) By structural induction on S .
In the base case, for example, if sl ::= $\epsilon$ then in $\llbracket s l \rrbracket \triangleq\{a t \llbracket s l \rrbracket\}$ so at $\llbracket s l \rrbracket \epsilon$ in $\llbracket S\urcorner \rrbracket$ and for $S::=\ell \times=A$; then $\operatorname{in} \llbracket S \rrbracket \triangleq\{\ell\}$ where at $\llbracket S \rrbracket \triangleq \ell$. Similarly for the other base cases $\mathrm{S}::=$; $\mathrm{S}::=$ if ( $B$ ) $\mathrm{S}_{t}$, $\mathrm{S}::=$ if ( $B$ ) $\mathrm{S}_{t}$ else $\mathrm{S}_{f}$, $\mathrm{S}::=$ while ( B ) $\mathrm{S}_{b}$, and $\mathrm{S}::=$ break; .

For the induction cases, if $\mathrm{S}::=\{\mathrm{Sl}\}$ then $\mathrm{at} \llbracket \mathrm{S} \rrbracket=\mathrm{at} \llbracket \mathrm{Sl} \rrbracket \in \mathrm{in} \llbracket \mathrm{sl} \rrbracket=\mathrm{in} \llbracket \mathrm{S} \rrbracket$ by def. at, in, and induction hypothesis. If $s l::=s l^{\prime} s$ then $a t \llbracket s l \rrbracket=a t \llbracket s l^{\prime} \rrbracket \epsilon$ in $\llbracket s l^{\prime} \rrbracket \subseteq$ in $\llbracket \mathrm{sl} \rrbracket$ by def. at, in, and induction hypothesis. Otherwise, $\mathrm{P}::=\mathrm{sl} \ell$ and at $\llbracket \mathrm{P} \rrbracket=\mathrm{at} \llbracket \mathrm{Sl} \rrbracket \epsilon \mathrm{in} \llbracket \mathrm{Sl} \rrbracket \subseteq$ in $\llbracket \mathrm{P} \rrbracket$ by def. at, in, and induction hypothesis.
Lemma 4 For all program non-empty components $\mathrm{S} \neq\{\ldots\{\epsilon\} \ldots\}$ of $a$ program P , aft $\llbracket \mathrm{s} \rrbracket \notin \mathrm{in} \llbracket \mathrm{s} \rrbracket$.

Proof (of Lem. 4) The proof is by induction on the distance $\delta(\mathrm{s})$ of s to the root of the abstract syntax tree of $P$.

- For the basis $\mathrm{P}::=\mathrm{sl} \ell$, where $\delta(\mathrm{P})=0$, we have $\operatorname{aft} \llbracket \mathrm{P} \rrbracket \triangleq \mathrm{aft} \llbracket \mathrm{Sl} \rrbracket \triangleq \ell$ and in $\llbracket \mathrm{P} \rrbracket \triangleq$ in $\llbracket \mathrm{Sl} \rrbracket$ with $e \notin \mathrm{in} \llbracket \mathrm{Sl} \rrbracket$ so aft $\llbracket \mathrm{P} \rrbracket \notin \mathrm{in} \llbracket \mathrm{P} \rrbracket$ and aft $\llbracket \mathrm{Sl} \rrbracket \notin \mathrm{in} \llbracket \mathrm{Sl} \rrbracket$.
- For $\mathrm{sl}::=\mathrm{sl} l^{\prime} \mathrm{s}$ where $\delta\left(\mathrm{sl}^{\prime}\right)=\delta(\mathrm{s})=\delta(\mathrm{sl})+1$, we have aft $\llbracket \mathrm{sl}^{\prime} \rrbracket \triangleq \mathrm{at} \llbracket \mathrm{s} \rrbracket$, aft $\llbracket \mathrm{s} \rrbracket \triangleq \mathrm{aft} \llbracket \mathrm{sl} \rrbracket$, in $\llbracket \mathrm{sl} \rrbracket \triangleq$ in $\llbracket \mathrm{sl} l^{\prime} \rrbracket \cup \mathrm{in} \llbracket \mathrm{s} \rrbracket$, in $\llbracket \mathrm{s} l^{\prime} \rrbracket \cap \mathrm{in} \llbracket \mathrm{s} \rrbracket=\varnothing$ since $\mathrm{sl}^{\prime} \neq \epsilon$ and, by Lem. 3, at $\llbracket s \rrbracket \in \operatorname{in} \llbracket s \rrbracket$ so $\mathrm{aft} \llbracket \mathrm{sl}^{\prime} \rrbracket=\mathrm{at} \llbracket \mathrm{s} \rrbracket \notin \mathrm{in} \llbracket \mathrm{s} l^{\prime} \rrbracket$. Moreover, aft $\llbracket s \rrbracket=$ aft $\llbracket s l \rrbracket \notin \mathrm{in} \llbracket \mathrm{sl} \rrbracket$ by induction hypothesis hence aft $\llbracket \mathrm{s} \rrbracket \notin$ in $\llbracket \mathrm{s} \rrbracket$.
- If $\mathrm{s}::=\mathbf{i f} \ell(\mathrm{B}) \mathrm{S}_{t}$ then $\operatorname{aft} \llbracket \mathrm{S}_{t} \rrbracket \triangleq$ aft $\llbracket \mathrm{S} \rrbracket$, aft $\llbracket \mathrm{S} \rrbracket \notin$ in $\llbracket \mathrm{S} \rrbracket$ by induction hypothesis since $\delta\left(\mathrm{S}_{t}\right)=\delta(\mathrm{S})+1$, so aft $\llbracket \mathrm{S}_{t} \rrbracket \notin$ in $\llbracket \mathrm{S}_{t} \rrbracket$ since in $\llbracket \mathrm{S}_{t} \rrbracket \subseteq$ in $\llbracket \mathrm{s} \rrbracket$.
- By a similar argument, aft $\llbracket \mathrm{s}_{t} \rrbracket \notin \operatorname{in} \llbracket \mathrm{~s}_{t} \rrbracket$ and $\mathrm{aft} \llbracket \mathrm{s}_{f} \rrbracket \notin \operatorname{in} \llbracket \mathrm{~s}_{f} \rrbracket$ when $\mathrm{S}::=$ if $\ell$ ( $B$ ) $S_{t}$ else $S_{f}$.
- If $s::=$ while $\ell(B) S_{b}$ then $\operatorname{aft} \llbracket S_{b} \rrbracket \triangleq \ell$ and $\ell \notin$ in $\llbracket S_{b} \rrbracket$ by def. in $\llbracket S \rrbracket$.
- If $S::=\{S l\}$ and $S l \neq\{\ldots\{\epsilon\} \ldots\}$ then $\operatorname{aft} \llbracket s l \rrbracket \triangleq \operatorname{aft} \llbracket S \rrbracket$, in $\llbracket s \rrbracket \triangleq$ in $\llbracket s l \rrbracket$, and $\delta(\mathrm{sl})=\delta(\mathrm{s})+1$ so aft $\llbracket \mathrm{s} \rrbracket \notin \mathrm{in} \llbracket \mathrm{s} \rrbracket$ by induction hypothesis since $\mathrm{S} \neq \epsilon$, proving aft $\llbracket \mathrm{sl} \rrbracket \notin \mathrm{in} \llbracket \mathrm{sl} \rrbracket$.


## A. 2 Complements on the definition of the trace semantics

- If $P::=S l \ell$ then the prefix continuations of the traces $\pi_{1}$ at $\llbracket s l \rrbracket$ arriving at program entry at $\llbracket \mathrm{P} \rrbracket=$ at $\llbracket \mathrm{Sl} \rrbracket$ are the continuations of the statement list sl .

$$
\begin{equation*}
\mathcal{S}^{*} \llbracket \mathrm{P} \rrbracket \triangleq \mathcal{S}^{*} \llbracket \mathrm{~S} \backslash \rrbracket \tag{27}
\end{equation*}
$$

- A prefix (and indeed maximal) finite trace of a skip statement $\ell$; continuing an initial trace $\pi^{\ell}$ arriving at $\ell$ is just continuing after the skip statement.

$$
\begin{equation*}
\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket \triangleq\left\{\left\langle\pi \ell^{\prime}, \ell^{\prime} \xrightarrow{\text { skip }} \operatorname{aft} \llbracket \mathbf{s} \rrbracket\right\rangle \mid \pi \ell^{\prime} \in \mathbb{T}^{+} \wedge \ell^{\prime}=\ell\right\} \tag{28}
\end{equation*}
$$

- A prefix finite trace of a conditional statement if $\ell$ (B) $S_{t}$ else $S_{f}$ continuing an initial trace $\pi_{1} \ell$ is the test event $B$ (respectively $\left.\neg(B)\right)$ at $\ell$ followed by a prefix trace of $\mathrm{S}_{t}$ (respectively $\mathrm{S}_{f}$ ) when boolean expression B is tt (respectively ff) on $\pi_{1}{ }^{\ell}$ in case (29.b) (respectively (29.c)).

$$
\begin{align*}
\mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \triangleq & \left\{\left\langle\pi_{1} \ell, \ell\right\rangle \mid \pi_{1} \ell \in \mathbb{T}^{+}\right\}  \tag{a}\\
& \cup\left\{\left\langle\pi_{1} \ell, \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket \cdot \pi_{2}\right\rangle \mid\right.  \tag{b}\\
& \left.\mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{\varrho}\left(\pi_{1} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{1} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket, \pi_{2}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\} \\
& \cup\left\{\left\langle\pi_{1} \ell, \ell \xrightarrow{\neg(\mathrm{~B})} \mathrm{at} \llbracket \mathrm{~s}_{f} \rrbracket \cdot \pi_{2}\right\rangle\right.  \tag{c}\\
& \left.\mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{Q}\left(\pi_{1} \ell\right)=\mathrm{ff} \wedge\left\langle\pi_{1} \ell \xrightarrow{\neg(\mathrm{~B})} \mathrm{at} \llbracket \mathrm{~s}_{f} \rrbracket, \pi_{2}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{f} \rrbracket\right\}
\end{align*}
$$

Since brk-to $\llbracket \mathbf{s} \rrbracket=$ brk-to $\llbracket \mathrm{s}_{t} \rrbracket=$ brk-to $\llbracket \mathrm{s}_{f} \rrbracket$, definitions (29.b) and (29.c) include the cases of breaks respectively from $\mathrm{S}_{t}$ and $\mathrm{s}_{f}$ to brk-to $\llbracket \mathrm{s} \rrbracket$.

- A prefix trace of a compound statement $\{\operatorname{Sl}\}$ is that of its statement list sl.

$$
\begin{equation*}
\mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \triangleq \mathcal{S}^{*} \llbracket \mathrm{~s} \backslash \rrbracket \tag{30}
\end{equation*}
$$

## A. 3 Fixpoint lemmata

Lemma 5 (fixpoint approximation) Assume that $\langle C, \sqsubseteq, \perp$, ப〉 and $\langle\mathcal{A}, \preccurlyeq, 0$, v) are cpos, $\langle\mathcal{C}, \sqsubseteq\rangle \stackrel{\gamma}{\stackrel{\gamma}{\leftrightarrows}}\langle\mathcal{A}, \preccurlyeq\rangle, f \in \mathcal{C} \xrightarrow{u c} C$ is upper continuous, $\bar{f} \in \mathcal{A} \rightarrow \mathcal{A}$ is increasing, $\mathcal{X} \in \wp(C)$ contains the iterates of $f$ (i.e. $\perp \in \mathcal{X} \wedge \forall x \in \mathcal{X} . f(x) \in \mathcal{X}$ ), and $\forall x \in \mathcal{X} . \alpha(f(x)) \preccurlyeq \bar{f}(\alpha(X))$. Then $\alpha\left(\operatorname{lfp}{ }^{\sqsubseteq} f\right) \preccurlyeq \bigvee \bar{f}^{n}(0)$ (which is $\operatorname{lfp}{ }^{\approx} \bar{f}$ when $\bar{f}$ is upper continuous).
Proof of Lem. 5. Let $\left\langle f^{n}, n \in \mathbb{N}\right\rangle$ and $\left\langle\bar{f}^{n}, n \in \mathbb{N}\right\rangle$ be the iterates of $f$ and $\bar{f}$. By recurrence, $\left\langle f^{n}, n \in \mathbb{N}\right\rangle \subseteq \mathcal{X} . \perp=f^{0}(\perp) \subseteq \gamma\left(\bar{f}^{0}(0)\right)$. Assume, by ind. hyp. that $\alpha\left(f^{n}(\perp)\right) \preccurlyeq \bar{f}^{n}(0)$. Then $\alpha\left(f^{n+1}(\perp)\right)=\alpha\left(f\left(f^{n}(\perp)\right)\right) \preccurlyeq \bar{f}\left(\alpha\left(f^{n}(\perp)\right)\right) \preccurlyeq \bar{f}\left(\bar{f}^{n}(0)\right)=$ $\bar{f}^{n+1}(0)$ by def. iterates, semicommutation for elements of $X, \bar{f}$ increasing, and def. iterates. Passing to the limit for increasing chains $\alpha\left(\operatorname{Ifp}{ }^{〔} f\right)=\alpha\left(\square f^{n}(\perp)\right)=$ $\curlyvee \alpha\left(f^{n}(\perp)\right) \preccurlyeq \curlyvee \bar{f}^{n}(0)$.

## A. 4 Complements on the proof of Th. 2

Proof of Th. 2. Let us consider the missing cases.

- For the empty statement list $\mathrm{Sl}::=\epsilon$.
- For the statement list $\mathrm{sl}::=\mathrm{s} \mathrm{l}^{\prime} \mathrm{s}$.
- A first case is when $\mathrm{Sl}^{\prime}=\epsilon$ is empty. Then,

$$
\mathcal{S}^{¥ \exists} \llbracket \mathrm{~s} \backslash \rrbracket L_{b}, L_{e}
$$

$$
=\alpha_{\mathrm{use}, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \rrbracket\right) L_{b}, L_{e} \quad \quad 2(22) \text { and Lem. } 2 \int
$$

$=\bigcup\left\{\begin{array}{llll}\text { use }, \text { mod } \\ l \\ \lfloor & \left.\mathrm{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \epsilon \quad \mathbf{s} \rrbracket\right\}\end{array}\right\}$ 2def. (15) of $\alpha_{\text {usse,mod }}^{\exists l} \llbracket \mathrm{~S} \rrbracket$ for $\mathrm{Sl}::=\epsilon \mathrm{S} S$
$=\bigcup\left\{\alpha_{\text {use }, \text { madd }}^{l} L_{b}, L_{e}\left\langle\pi_{0} \ell, \pi_{1}\right\rangle \mid\left\langle\pi_{0} \ell, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \epsilon \rrbracket \cup\left\{\left\langle\pi_{0} \ell, \pi_{2} \cdot \pi_{3}\right\rangle \mid\left\langle\pi_{0} \ell\right.\right.\right.$, $\left.\left.\left.\pi_{2}\right\rangle \in \mathcal{S}^{+} \llbracket \epsilon \rrbracket \wedge\left\langle\pi_{0} \ell \cdot \pi_{2}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right\}\right\} \quad$ (def. (7) and (8) of $\mathcal{S}^{*} \llbracket \epsilon \quad \mathbf{s} \rrbracket S$
$\left.=\bigcup\left\{\alpha_{\text {use,modl }}^{l} L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket\right\}\right\}$

$$
\begin{align*}
& \mathcal{S}^{\nexists \rrbracket} \llbracket \mathrm{s} \backslash \rrbracket L_{b}, L_{e} \\
& =\alpha_{\text {usse,modl }}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathbf{s l} \rrbracket\right) L_{b}, L_{e} \quad 2(22) \text { and Lem. 2 } \int \\
& \left.=\bigcup\left\{\alpha_{\text {use,mad }}^{l} \llbracket \mathrm{~s}\right\urcorner \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{sl} \rrbracket\right\}  \tag{15}\\
& =\bigcup\left\{\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{sl} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in\left\{\left\langle\pi_{0} \ell, \ell\right\rangle\right\}\right\}\left\{\text { def. (7) of } \mathcal{S}^{*} \llbracket \mathrm{~s} \backslash \rrbracket S\right. \\
& =\alpha_{\text {use }, \bmod }^{\exists l} \llbracket \mathrm{Sl} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \ell, \ell\right\rangle \quad \text { 2def. } \epsilon \text { and US } \\
& =\left\{x \in \vee \mid\left(\ell=\operatorname{aft} \llbracket \mathrm{sl} \rrbracket \wedge x \in L_{e}\right) \vee\left(\operatorname{esc} \llbracket \mathrm{sl} \rrbracket \wedge \ell=\operatorname{brk-to\llbracket sl\rrbracket \wedge x\in L_{b})\} \quad 2(15)S}\right.\right. \\
& =L_{e} \\
& \mathcal{Z}=\operatorname{at} \llbracket s l \rrbracket=\operatorname{aft} \llbracket s l \rrbracket \text { in Appendix A. } 1 \text { and esc} \llbracket s l \rrbracket=\mathrm{ff} \text { in Appendix } \\
& \text { A. } 1 \text { when } \mathrm{Sl}=\epsilon \mathrm{S} \\
& =\widehat{\boldsymbol{\mathcal { S }}}^{\nexists \rrbracket} \llbracket \mathrm{sl} \rrbracket L_{b}, L_{e} \tag{2S}
\end{align*}
$$

proving (25) when $\mathrm{sl}^{\prime}=\epsilon$.

- A second case is when $S l^{\prime} \neq \epsilon$ and $\mathrm{S}=\{\ldots\{\epsilon$ \}... $\}$ is empty. Then, as required by (25), we have $\left.\mathcal{S}^{\nexists \rrbracket} \llbracket \mathrm{sl} \rrbracket L_{b}, L_{e} \triangleq \alpha_{\text {use,mod }}^{\exists l} \llbracket \mathrm{sl} \rrbracket\right) L_{b}, L_{e}$ $\left.=\alpha_{\text {use,mod }}^{\exists l} \llbracket \mathrm{sl}^{\prime} \rrbracket\right) L_{b}, L_{e} \subseteq \widehat{\boldsymbol{S}}^{\exists \exists} \llbracket \mathrm{s}^{\prime} \rrbracket L_{b}, L_{e}=\boldsymbol{\mathcal { S }}^{\nexists \rrbracket} \llbracket \mathrm{sl}^{\prime} \rrbracket L_{b},\left(\widehat{\boldsymbol{\mathcal { S }}}^{\exists \exists} \llbracket \mathrm{s} \rrbracket L_{b}, L_{e}\right)$ by ind. hyp. and $\widehat{\boldsymbol{\mathcal { S }}}^{\nexists \exists} \llbracket \mathrm{s} \rrbracket L_{b}, L_{e}=L_{e}$ when S is empty.
- Otherwise, $s \mathbf{l}^{\prime} \neq \epsilon$ and $\mathrm{s} \neq\{\ldots\{\epsilon\} \ldots\}$ so, by Lem. 4 , aft $\llbracket \mathrm{s} \rrbracket \notin \mathrm{in} \llbracket \mathrm{s} \rrbracket$. In that case, let us calculate

$$
\begin{array}{rlr} 
& \mathcal{S}^{\nexists \rrbracket} \llbracket \mathrm{sl} \rrbracket L_{b}, L_{e} & \\
= & \left.\alpha_{\mathrm{use}, \text { mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathrm{~s}\right\urcorner \rrbracket\right) L_{b}, L_{e} & \\
= & \left.\left.\bigcup^{\{ } \alpha_{\text {use,mmod }}^{l} \llbracket \mathrm{~s}\right\urcorner \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathrm{sl} \rrbracket\right\} &
\end{array}
$$

$$
\left.2 \text { def. (15) of } \alpha_{\text {use,modi }}^{\exists l} \llbracket \mathrm{~s} \rrbracket\right]
$$

$$
=\bigcup\left\{\left\{x \in \mathbb{V} \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in\right.\right.
$$

$$
\text { unse } \left.\llbracket a_{i} \rrbracket\right\} \cup \llbracket e_{n}=\mathrm{aft} \llbracket \mathrm{sl} \rrbracket \text { อ } L_{e}: \varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{sl} \rrbracket \wedge e_{n}=\text { brk-to } \llbracket \mathrm{sl} \rrbracket \text { ล } L_{b} \text { : }
$$

$$
\left.\varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \backslash \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}^{2}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}
$$

¿By Lem. 1, omitting the useless parameters of use and mod S
$=\bigcup\left\{\left\{\mathrm{x} \in \nabla \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup\left\lceil\ell_{n}=\right.\right.$ aft $\llbracket \mathrm{s} \rrbracket$ อ $L_{e} \circ \varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \mathrm{e}_{n}=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket$ อ $L_{b} \circ \varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{s} \rrbracket \wedge e_{n}=$ brk-to $\llbracket \mathrm{S} \rrbracket$ ஓ $L_{b} \circ \varnothing \mathrm{Q} \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{Sl}^{\prime} \rrbracket \cup\left\{\left\langle\pi_{0} \times \pi_{2}, \pi_{2} \odot \pi_{3}\right\rangle \mid\left\langle\pi_{0}\right.\right.$, $\left.\left.\left.\pi_{2}\right\rangle \in \mathcal{S}^{+} \llbracket \mathrm{s} \mathbf{l}^{\prime} \rrbracket \wedge\left\langle\pi_{0} \cdot \pi_{2}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right\} \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$ 2def. $\mathcal{S}^{*} \llbracket \mathrm{sl} \rrbracket$, aft $\llbracket \mathrm{sl} \rrbracket=\mathrm{aft} \llbracket \mathrm{s} \rrbracket$ in Section A.1, esc $\llbracket \mathrm{sl} \rrbracket \triangleq \operatorname{esc} \llbracket \mathrm{sl} l^{\prime} \rrbracket \vee$ $\operatorname{esc} \llbracket \mathrm{s} \rrbracket$, and brk-to $\llbracket \mathrm{sl}^{\prime} \rrbracket \triangleq$ brk-to $\llbracket \mathrm{s} \rrbracket \triangleq$ brk-to $\llbracket \mathrm{sl} \rrbracket$ in Section A. 1 S
$=\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup \llbracket e_{n}=\right.$
 brk-to $\llbracket \mathrm{s} \rrbracket$ \& $L_{b}: \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-1}}$ $\left.\ell_{n}\right\} \cup$
$\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup \llbracket \ell_{n}=\right.$
 brk-to $\llbracket \mathrm{S} \rrbracket$ ค $L_{b} \circ \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{2}\right\rangle \in \mathcal{S}^{+} \llbracket \mathrm{Sl}^{\prime} \rrbracket \wedge\left\langle\pi_{0} \odot \pi_{2}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \wedge \pi_{2} \odot \pi_{3}=$ $\left.\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$
$2(7)$ so that $\mathcal{S}^{*} \llbracket \epsilon \rrbracket=\left\{\left\langle\pi_{0} \mathrm{at} \llbracket \mathbf{S} \rrbracket\right.\right.$, at $\left.\left.\llbracket \mathbf{s} \rrbracket\right\rangle \mid \pi_{0} \mathrm{at} \llbracket \mathbf{S} \rrbracket \in \mathbb{T}^{+}\right\}$and $\left\langle\pi_{0} \mathrm{at} \llbracket \mathbf{s} \rrbracket\right.$,
at $\llbracket \mathrm{s} \rrbracket\rangle \in \boldsymbol{S}^{*} \llbracket \mathrm{~s} \rrbracket$ by $(10) \mathrm{S}$
$\left.=\alpha_{\mathrm{use}, \bmod \mathrm{d}}^{\exists l} \llbracket \mathrm{~s}\right\urcorner \rrbracket\left(\boldsymbol{S}^{*} \llbracket \mathrm{~s} \rrbracket\right) L_{b}, L_{e} \quad$ 2def. (15) of $\alpha_{\text {use,mod }}^{\exists l} \llbracket \mathrm{~s} \rrbracket S^{2}$
$=\alpha_{\text {usse }, \text { mod }}^{\exists l} \llbracket \mathbf{s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right) L_{b}, L_{e}$
$2(15)$ since $\mathrm{aft} \llbracket \mathrm{sl} \rrbracket=\mathrm{aft} \llbracket \mathrm{s} \rrbracket$, esc $\llbracket \mathrm{sl} \rrbracket=\mathrm{esc} \llbracket \mathrm{s} \rrbracket$, and brk-to $\llbracket \mathrm{sl} \rrbracket=$
brk-to $\llbracket \mathrm{S} \rrbracket$ when $\mathrm{Sl}^{\prime}=\epsilon \mathrm{S}$
$\subseteq \widehat{\boldsymbol{\delta}}^{\nexists \rrbracket} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e} \quad$ 2ind. hyp. for Th. $2 \varsigma$
$=\widehat{\boldsymbol{S}}^{\nexists \rrbracket} \llbracket \mathbf{s} \rrbracket L_{b},\left(\widehat{\boldsymbol{S}}^{\nexists \rrbracket} \llbracket \epsilon \rrbracket L_{b}, L_{e}\right) \quad \quad 2$ since $\widehat{\boldsymbol{S}}^{\nexists \rrbracket} \llbracket \epsilon \rrbracket L_{b}, L_{e} \triangleq L_{e}$ by $(25) \mathrm{S}$

$$
\left\{\text { def. } \cup \text { and def. } \in \text { so }\left\langle\pi_{0}, \pi_{1}\right\rangle=\left\langle\pi_{0} \odot \pi_{2}, \pi_{2} \odot \pi_{3}\right\rangle\right\}
$$

$\subseteq \bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, m-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup\right.$ $\llbracket \operatorname{esc} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \ell_{m}=\operatorname{brk}-\mathrm{to} \llbracket \mathrm{sl}^{\prime} \rrbracket$ る $L_{b} \circ \varnothing \downarrow \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \mathrm{l}^{\prime} \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}}$ $\left.\ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m}\right\} \cup$ $\bigcup\left\{\left\{\mathrm{x} \in \vee \mid \exists i \in[1, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup \llbracket \ell_{n}=\right.$ aft $\llbracket \mathrm{s} \rrbracket$ ว $L_{e}$ ：$\varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{s} \rrbracket \wedge \ell_{n}=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{s} \rrbracket$ ว $L_{b} \circ \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in$ $\mathcal{S}^{+} \llbracket \mathrm{s}^{\prime} \rrbracket \wedge\left\langle\pi_{0}^{\prime}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m} \wedge \ell_{m}=$ aft $\left.\llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \pi_{3}=\ell_{m} \xrightarrow{a_{m}} \ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}$
$2-$ For the first term，$\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket s l^{\prime} \rrbracket, \pi_{1}$ ends in $\ell_{n}$ ，and $\ell_{n}=\operatorname{aft} \llbracket \mathrm{s} \rrbracket$ is impossible since $\mathrm{Sl}^{\prime}$ and S are not empty．Moreover， if $e_{n}=$ brk－to $\llbracket \mathrm{s} \rrbracket=\mathrm{brk}-\mathrm{to} \llbracket \mathrm{s} l^{\prime} \rrbracket$ then $a_{n-1}$ is a break，so esc $\llbracket \mathrm{s} l^{\prime} \rrbracket$ holds． $L_{b}$ is included in $\llbracket \mathrm{esc} \llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket \wedge e_{n}=$ brk－to $\llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket$ ？$L_{b} \circ \varnothing \rrbracket$ and so （esc $\llbracket s \rrbracket \wedge e_{n}=$ brk－to $\llbracket s \rrbracket$ \＆$L_{b} \circ \varnothing \downarrow$ is redundant．Finally，renaming $n \leftarrow m$ ． $\int$
－For the second term，if $e_{n}=$ brk－to $\llbracket \mathrm{sl}^{\prime} \rrbracket=$ brk－to $\llbracket \mathrm{s} \rrbracket$ then $a_{n-1}$ is a break，so esc $\llbracket \mathrm{s} \rrbracket$ holds．$L_{b}$ is included in $\llbracket \mathrm{esc} \llbracket \mathrm{s} \rrbracket \wedge e_{n}=$ brk－to $\llbracket \mathrm{s} \rrbracket$ ？ $L_{b} \circ \varnothing \emptyset$ and so $\llbracket \operatorname{esc} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge e_{n}=$ brk－to $\llbracket \mathrm{s} l^{\prime} \rrbracket$ る $L_{b} \circ \varnothing \rrbracket$ is redundant．
Moreover，$\pi_{2} \times \pi_{3}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{n-1}} \ell_{n}$ is decomposed into $\pi_{2}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m}$ and $\pi_{3}=\ell_{m} \xrightarrow{a_{m}} \ell_{m+1} \xrightarrow{a_{m+1}}$ $\ldots \xrightarrow{a_{n-1}} \ell_{n}$ where，by $\left\langle\pi_{0}, \pi_{2}\right\rangle \in \boldsymbol{S}^{+} \llbracket \mathrm{s}^{\prime} \rrbracket$ and $\left\langle\pi_{0} \odot \pi_{2}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket$ ， $\ell_{m}=\operatorname{aft} \llbracket \mathrm{sl} l^{\prime} \rrbracket=\mathrm{at} \llbracket \mathrm{s} \rrbracket$ ．Moreover，$\pi_{0}{ }^{\circ} \pi_{2}$ is generalized to $\pi_{0}^{\prime}$（whence inclusion）and $\pi_{2}$ is renamed into $\pi_{1} . \int$

$$
\begin{aligned}
& =\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, m-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup\right. \\
& \llbracket \mathrm{esc} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \mathrm{e}_{m}=\mathrm{brk-to} \llbracket \mathrm{sl}^{\prime} \rrbracket \text { ? } L_{b} \circ \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \\
& \left.\ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m}\right\} \cup \\
& \bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[m, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup \llbracket \ell_{n}=\right. \\
& \text { aft } \llbracket \mathrm{s} \rrbracket \text { \& } L_{e} \text { : } \varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{~s} \rrbracket \wedge e_{n}=\text { brk-to } \llbracket \mathrm{s} \rrbracket \text { ร } L_{b}: \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \\
& \mathcal{S}^{+} \llbracket \mathrm{s}^{\prime} \rrbracket \wedge\left\langle\pi_{0}^{\prime}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m} \wedge \ell_{m}= \\
& \left.\mathrm{aft} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \pi_{3}=\ell_{m} \xrightarrow{a_{m}} \ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}
\end{aligned}
$$

2since the case $i \in[1, m-1]$ of the second term is already incorpo－ rated in the first term $\int$

$$
\begin{aligned}
& =\bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, m-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod d \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup \backslash \ell_{m}=\right. \\
& \operatorname{aft} \llbracket \mathrm{sl}^{\prime} \rrbracket \text { る }\left(\bigcup \left\{\left\{\mathrm{x} \in \vee \mid \exists i \in[m, n-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in\right.\right.\right. \\
& \text { use } \left.\llbracket a_{i} \rrbracket\right\} \cup \llbracket e_{n}=\operatorname{aft} \llbracket \mathrm{s} \rrbracket \text { อ } L_{e} \circ \varnothing \rrbracket \cup \llbracket \operatorname{esc} \llbracket \mathrm{~s} \rrbracket \wedge e_{n}=\mathrm{brk} \text {-to } \llbracket \mathrm{s} \rrbracket \text { อ } L_{b} \circ \varnothing \rrbracket \mid\left\langle\pi_{0}^{\prime}\right. \text {, } \\
& \left.\left.\left.\pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket \wedge \pi_{3}=\ell_{m} \xrightarrow{a_{m}} \ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}\right): \varnothing \rrbracket \cup \llbracket \operatorname{esc} \llbracket \mathrm{s} \iota^{\prime} \rrbracket \wedge e_{m}= \\
& \text { brk-to } \llbracket \mathrm{sl}^{\prime} \rrbracket \text { \& } L_{b} \circ \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket \wedge \pi_{1}=\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \\
& \left.\ell_{m}\right\}
\end{aligned}
$$

¿incorporating the second term in the first term, in case $\left.\ell_{m}=\operatorname{aft} \llbracket \mathrm{sl}^{\prime} \rrbracket\right\}$
$\subseteq \bigcup\left\{\left\{\mathrm{x} \in \mathbb{V} \mid \exists i \in[1, m-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{usse} \llbracket a_{i} \rrbracket\right\} \cup\right.$ $\llbracket e_{m}=\mathrm{aft} \llbracket \mathrm{sl}^{\prime} \rrbracket$ ? $(\bigcup\{\{\mathrm{x} \in \nabla \mid \exists i \in[m, n-1] . \forall j \in[m, i-1] . \mathrm{x} \notin$ $\left.\bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup \llbracket e_{n}=\mathrm{aft} \llbracket \mathrm{s} \rrbracket$ ? $L_{e} \circ \varnothing \rrbracket \cup \llbracket \operatorname{esc} \llbracket \mathrm{~s} \rrbracket \wedge e_{n}=$ brk-to $\llbracket \mathrm{s} \rrbracket$ ? $\left.\left.L_{b} \circ \varnothing \emptyset \mid\left\langle\pi_{0}^{\prime}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket \wedge \pi_{3}=\ell_{m} \xrightarrow{a_{m}} \ell_{m+1} \xrightarrow{a_{m+1}} \ldots \xrightarrow{a_{n-1}} \ell_{n}\right\}\right):$ $\varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket \wedge \mathrm{e}_{m}=\mathrm{brk-to} \llbracket \mathrm{~s} \mathrm{l}^{\prime} \rrbracket$ อ $L_{b} \circ \varnothing \rrbracket \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} l^{\prime} \rrbracket \wedge \pi_{1}=$ $\left.\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m}\right\}$ 2dropping the test $\left.\forall j \in[1, m-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket\right\}$
$=\bigcup\left\{\left\{\mathrm{x} \in \vee \mid \exists i \in[1, m-1] . \forall j \in[1, i-1] . \mathrm{x} \notin \bmod \llbracket a_{j} \rrbracket \wedge \mathrm{x} \in \operatorname{use} \llbracket a_{i} \rrbracket\right\} \cup\right.$ $\llbracket e_{m}=\operatorname{aft} \llbracket \mathrm{s}^{\prime} \rrbracket$ る $\left(\bigcup\left\{\alpha_{\text {use, mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}^{\prime}, \pi_{3}\right\rangle \mid\left\langle\pi_{0}^{\prime}, \pi_{3}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \rrbracket\right\}\right)$ 。 $\varnothing \rrbracket \cup \llbracket \mathrm{esc} \llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket \wedge \mathrm{e}_{m}=$ brk-to $\llbracket \mathrm{s} \mathrm{l}^{\prime} \rrbracket$ อ $L_{b} \circ \varnothing \emptyset \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s} \mathrm{l}^{\prime} \rrbracket \wedge \pi_{1}=$ $\left.\ell_{1} \xrightarrow{a_{1}} \ell_{2} \xrightarrow{a_{2}} \ldots \xrightarrow{a_{m-1}} \ell_{m}\right\} \quad$ 2Lem. 1S $=\bigcup\left\{\alpha_{\mathrm{use}, \text { mad }}^{l} \llbracket \mathrm{~s} l^{\prime} \rrbracket L_{b},\left(\mathcal{S}^{\nexists \rrbracket} \llbracket \mathrm{s} \rrbracket L_{b}, L_{e}\right)\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket\right\}$

2Lem. 1 and (15) S
$\subseteq \bigcup\left\{\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{sl}^{\prime} \rrbracket L_{b},\left(\widehat{\mathcal{S}}^{\nexists \rrbracket} \llbracket \mathrm{s} \rrbracket L_{b}, L_{e}\right)\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket\right\}$
2ind. hyp. of Th. 2 and $\alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{sl}^{\prime} \rrbracket L_{b}, L_{e}$ in (15) is $\subseteq$-monotone in $L_{e} \delta$
$=\alpha_{\text {use,modi }}^{\exists l} \llbracket \mathrm{sl}^{\prime} \rrbracket\left(\widehat{\mathcal{S}}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket\right) L_{b},\left(\mathcal{S}^{\exists \exists} \llbracket \mathrm{s} \rrbracket L_{b}, L_{e}\right) \quad$ (def. (15) of $\alpha_{\text {use,modl }}^{\exists l} \int$
$\subseteq \widehat{\boldsymbol{S}}^{\nexists \exists} \llbracket \mathbf{s} \mathbf{l}^{\prime} \rrbracket L_{b},\left(\widehat{\boldsymbol{\mathcal { S }}}^{¥ \rrbracket} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\right)$
2ind. hyp. of $\quad$ Th. $2: \quad \mathcal{S}^{\nexists \rrbracket} \llbracket \mathrm{sl}^{\prime} \rrbracket L_{b},\left(\widehat{\mathcal{S}}^{\nexists n} \llbracket \mathrm{~s} \rrbracket \quad L_{b}, L_{e}\right)$ $=\quad \alpha_{u s e, \operatorname{mad}}^{\exists l} \llbracket \mathrm{sl}^{\prime} \rrbracket\left(\widehat{\mathcal{S}}^{*} \llbracket \mathrm{sl}^{\prime} \rrbracket\right) \quad L_{b},\left(\widehat{\mathcal{S}}^{\exists \exists} \llbracket \mathrm{s} \rrbracket \quad L_{b}, L_{e}\right) \quad \subseteq$ $\widehat{\boldsymbol{\mathcal { S }}}^{\nexists \|} \llbracket \mathrm{sl}^{\prime} \rrbracket L_{b},\left(\widehat{\boldsymbol{\mathcal { S }}}^{\nexists \rrbracket} \llbracket \mathbf{s} \rrbracket L_{b}, L_{e}\right)$, Q.E.D. $\int$

- For the conditional $\mathrm{S}::=\mathbf{i f} \ell(\mathrm{B}) \mathrm{S}_{t}$, let us calculate

$$
\begin{aligned}
& \mathcal{S}^{\nexists \eta} \llbracket \mathrm{s} \rrbracket L_{b}, L_{e} \\
& =\alpha_{\text {use }, \bmod }^{\exists l} \llbracket \mathrm{~s} \rrbracket\left(\mathcal{S}^{*} \llbracket \mathbf{s} \rrbracket\right) L_{b}, L_{e} \quad 2(22) \text { and Lem. } 2 \int
\end{aligned}
$$

$$
\begin{aligned}
& =\bigcup\left\{\alpha_{\text {use }, \text { modd }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \ell, \ell\right\rangle\right\} \cup \bigcup\left\{\alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{~s} \rrbracket, \ell \xrightarrow{\neg(\mathrm{~B})}\right.\right. \\
& \left.\mathrm{aft} \llbracket \mathrm{~s} \rrbracket\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \ell\right)=\mathrm{ff}\right\} \cup \bigcup\left\{\alpha_{\mathrm{use}, \bmod }^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{~s} \rrbracket, e \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket\right. \text {. }\right. \\
& \left.\left.\pi_{2}\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{\rho}\left(\pi_{0} \mathrm{e}\right)=\mathrm{tt} \wedge\left\langle\pi_{2}, \pi_{0} \mathrm{e} \xrightarrow{\mathrm{~B}} \text { at } \llbracket \mathrm{s}_{t} \rrbracket\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\} \quad \text { 2def. (6) of } \\
& \boldsymbol{S}^{*} \llbracket \mathrm{~s} \rrbracket\left(\pi_{0} \mathrm{at} \llbracket \mathrm{~s} \rrbracket\right) \mathrm{S}
\end{aligned}
$$

$$
\begin{aligned}
& =\bigcup\left\{\alpha_{\text {use,mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{~S} \rrbracket, \ell \xrightarrow{\neg(\mathrm{~B})} \text { aft } \llbracket \mathrm{s} \rrbracket\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \boldsymbol{\rho}\left(\pi_{0} \ell\right)=\mathrm{ff}\right\} \cup \\
& \bigcup\left\{\alpha_{\mathrm{us}, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{~s} \rrbracket, \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket \cdot \pi_{2}\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \ell\right)=\mathrm{t} \wedge\left\langle\pi_{2},\right.\right. \\
& \left.\left.\pi_{0}{ }^{\ell} \xrightarrow{\mathrm{B}} \operatorname{at} \llbracket \mathrm{~s}_{t} \rrbracket\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\} \\
& \imath^{\ell}=\mathrm{at} \llbracket \mathrm{~s} \rrbracket \text { and def. (15) of } \alpha_{\mathrm{ws}}^{l}, \text { mod } \llbracket \mathrm{s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{at} \llbracket \mathrm{~s} \rrbracket \text {, at } \llbracket \mathrm{s} \rrbracket\right\rangle=\varnothing \mathrm{S}
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.\alpha_{\text {use }, \text { mood }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \xrightarrow{\urcorner(\mathrm{B})} \mathrm{aft} \llbracket \mathrm{~s} \rrbracket \text {, aft } \llbracket \mathrm{s} \rrbracket\right\rangle\right) \quad \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \ell\right)=\mathrm{ff}\right\} \cup \\
& \bigcup\left\{\alpha_{\mathrm{use}, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \ell, \mathrm{e} \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket \sim \pi_{2}\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \ell\right)=\mathrm{tt} \wedge\left\langle\pi_{2},\right.\right. \\
& \left.\left.\pi_{0} \ell \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\} \\
& \subseteq\left(\text { uss } \llbracket \mathrm{B} \rrbracket \cup L_{e}\right) \cup \bigcup\left\{\alpha_{\mathrm{use}, \text { moon }}^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \mathrm{e}, \mathrm{e} \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket \cdot \pi_{2}\right\rangle \mid \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \mathrm{e}\right)=\right. \\
& \left.\mathrm{tt} \wedge\left\langle\pi_{2}, \pi_{0} \mathrm{e} \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\} \\
& \chi u s \in \llbracket \neg(\mathrm{~B}) \rrbracket=\operatorname{use} \llbracket \mathrm{B} \rrbracket, \bmod \llbracket \neg(\mathrm{~B}) \rrbracket=\varnothing \text {, ignoring the condition } \\
& \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \ell\right)=\mathrm{ff} \text {, and } \alpha_{\mathrm{uss}, \text { mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \ell \xrightarrow{\urcorner(\mathrm{B})} \mathrm{aft} \llbracket \mathrm{~s} \rrbracket \text {, aft } \llbracket \mathrm{s} \rrbracket\right\rangle=L_{e} \\
& \text { by (15) } S \\
& =\operatorname{usse} \llbracket \mathrm{B} \rrbracket \cup L_{e} \cup\{\mathrm{x} \in \vee \mid \mathrm{x} \in \mathrm{use} \llbracket \mathrm{~B} \rrbracket \vee(\mathrm{x} \notin \bmod \llbracket \mathrm{~B} \rrbracket \wedge \mathrm{x} \in \\
& \left.\alpha_{\text {usse, mod }}^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{0} \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~S}_{t} \rrbracket, \pi_{2}\right\rangle\right) \wedge \mathscr{B} \llbracket \mathrm{B} \rrbracket \varrho\left(\pi_{0} \ell\right)=\mathrm{t} \wedge\left\langle\pi_{2}, \pi_{0} \ell \xrightarrow{\mathrm{~B}}\right. \\
& \text { at } \left.\left.\llbracket \mathbf{s}_{t} \rrbracket\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathbf{s}_{t} \rrbracket\right\}  \tag{15}\\
& \subseteq \text { use } \llbracket \mathrm{B} \rrbracket \cup L_{e} \cup\left\{\mathrm{x} \in \mathbb{V} \mid \mathrm{x} \in \alpha_{\text {use }, \text { mod }}^{l} \llbracket \mathrm{~S} \rrbracket L_{b}, L_{e}\left\langle\pi_{1}, \pi_{2}\right\rangle \wedge\left\langle\pi_{2}, \pi_{0} \ell \xrightarrow{\mathrm{~B}} \text { at } \llbracket \mathrm{s}_{t} \rrbracket\right\rangle \in\right. \\
& \left.\mathcal{S}^{*} \llbracket \mathbf{s}_{t} \rrbracket\right\} \\
& 2 \operatorname{modd} \llbracket \mathrm{~B} \rrbracket=\varnothing \text {, letting } \pi_{1}=\pi_{0} \xrightarrow{\mathrm{~B}} \mathrm{at} \llbracket \mathrm{~s}_{t} \rrbracket \text {, and ignoring the condition } \\
& \mathscr{B}\left\lceil\mathrm{B} \rrbracket \varrho\left(\pi_{0}{ }^{\ell}\right)=\mathrm{tt}\right\} \\
& =\operatorname{uss} \llbracket \mathrm{B} \rrbracket \cup L_{e} \cup \bigcup\left\{\alpha_{\text {use, mod }}^{l} \llbracket \mathrm{~s} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \mathcal{S}^{*} \llbracket \mathrm{~s}_{t} \rrbracket\right\} \text { \{def. US } \\
& =\mathrm{use} \llbracket \mathbb{B} \rrbracket \cup L_{e} \cup \bigcup\left\{\alpha_{\mathrm{uss}, \text { mod }}^{l} \llbracket \mathbf{s}_{t} \rrbracket L_{b}, L_{e}\left\langle\pi_{0}, \pi_{1}\right\rangle \mid\left\langle\pi_{0}, \pi_{1}\right\rangle \in \boldsymbol{S}^{*} \llbracket \mathbf{s}_{t} \rrbracket\right\} \\
& 2(15) \text { since aft } \llbracket \mathrm{s}_{t} \rrbracket=\text { aft } \llbracket \mathrm{s} \rrbracket \text {, esc } \llbracket \mathrm{s}_{t} \rrbracket=\text { esc } \llbracket \mathrm{s} \rrbracket \text {, and brk-to } \llbracket \mathrm{s}_{t} \rrbracket= \\
& \text { brk-to } \llbracket \mathrm{s} \rrbracket \text { by Sections A. } 1 \text { and A. } 1 \$ \\
& \left.=\text { use } \llbracket \mathbf{B} \rrbracket \cup L_{e} \cup \alpha_{\text {use }, \text { mod }}^{\exists l} \llbracket \mathbf{s}_{t} \rrbracket\left(\boldsymbol{S}^{*} \llbracket \mathbf{s}_{t} \rrbracket\right) L_{b}, L_{e} \quad \text { def. (15) of } \alpha_{\text {use, mod }}^{\exists l} \llbracket \mathrm{~S} \rrbracket\right\} \\
& \subseteq \text { use } \llbracket \mathbb{B} \rrbracket \cup L_{e} \cup \mathcal{S}^{¥ \rrbracket} \llbracket \mathbf{s}_{t} \rrbracket L_{b}, L_{e} \quad \text { 2ind. hyp. of Th. } 2 \boldsymbol{\mathcal { S }} \\
& =\widehat{\boldsymbol{\delta}}{ }^{\sharp} \llbracket \mathbb{s} \rrbracket L_{b}, L_{e} \tag{25}
\end{align*}
$$

- All other cases are similar and simple.


[^0]:    ${ }^{1}$ Abstracting program label states would yield Stephen Brookes trace semantics [6].

[^1]:    ${ }^{2}$ A definition of the form $d(\vec{x}) \triangleq\left\{f\left(\vec{x}^{\prime}\right) \mid P\left(\vec{x}^{\prime}, \vec{x}\right)\right\}$ has the variables $\vec{x}^{\prime}$ in $P\left(\vec{x}^{\prime}, \vec{x}\right)$ bound to those of $f\left(\vec{x}^{\prime}\right)$ whereas $\vec{x}$ is free in $P\left(\vec{x}^{\prime}, \vec{x}\right)$ since it appears neither in $f\left(\vec{x}^{\prime}\right)$ nor (by assumption) under quantifiers in $P\left(\vec{x}^{\prime}, \vec{x}\right)$. The $\vec{x}$ of $P\left(\vec{x}^{\prime}, \vec{x}\right)$ is therefore bound to the $\vec{x}$ of $d(\vec{x})$.

