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Abstract—Peculiarities of constructing ensemble bagging 

classifiers for identifying the state of a computer system under 

conditions of noisy data are studied. Decision trees and 

multilayer perceptron were used as basic classifiers. It was 

found that the accuracy of the bagging algorithm with decision 

trees as basic classifiers with standard settings ranges from 

84.4% to 88.7%. The use of Bootstrap algorithms for the 

formation of data samples: Pasting, Bootstrapping, Random 

Subspace, Random Patches Ensemble and the selection of the 

number of basic classifiers in the ensemble made it possible to 

increase the classification accuracy to 90.2%. The following 

parameters were added to improve the accuracy of bagging 

classifiers based on the multilayer perceptron: the algorithm 

for forming data samples, the number of basic classifiers in the 

ensemble, the function of optimizing the neural network, the 

function of activating hidden layer, size of hidden layers. The 

recommendation was made to choose the value of the analyzed 

parameters for the creation of bagging ensembles with 

multilayer perceptrons, which made it possible to increase the 

accuracy of computer system identification up to 92.2%. The 

obtained results have further practical significance and can be 

used in improving the methods of identifying the state of 

computer systems. 

Keywords—computer system, state identification, machine 

learning, bagging, decision trees, multilayer perceptron. 

I. INTRODUCTION 
When solving problem related to the diagnosis and 

protection of computer information resources, the central 

task is the prompt detection of anomalous behavior of the 

computer system under conditions of external influences. 

Cyber threat statistics record a significant increase in the 

annual number of attacks, which leads to significant 

economic, moral and reputational losses. Thus, in 2021, the 

average number of cyber attacks and data breaches increased 

by 15.1% [1]. As experts predict, the number of attacks will 

also increase. This requires improving the infrastructure, 

reviewing the information security strategy, computer system 

architecture and methods of implementation and means of 

identifying their state, especially in the conditions of constant 

transformation of the global security system. 

The object of the research is the process of identifying 

the state of the computer system. 

The subject of the research is the methods of identifying 

the state of computer system. 

The purpose of the research is to develop a method for 

identifying the state of a computer system based on the use 

of bagging classifiers. 

II.  LITERATURE REVIEW 

The functioning of the computer system (CS) is 

characterized by a large number of processes. Complex 

mathematical algorithms based on machine learning methods 

are used to analyze this data and classify it. The most popular 

machine learning algorithms are given in [2,3].  

One of the best classification methods is the support 

vector machine [4]. Disadvantages of the support vector 

method are the ability to perform only binary classification. 

Also, model parameters are difficult to interpret. 

Bayes based classifier [5] characterized by a simple 

implementation of the algorithm in the form of a program, 

high speed of operation, easy interpretation of the results of 

the algorithm. Despite the above advantages, the Bayes 

method has insufficient classification accuracy and is unable 

to take into account the dependence of the classification 

result on the combination of features. 

The advantages of the k-nearest neighbors method [6] 

are: simple implementation, the presence of a good 

theoretical base, adaptation to the required task by choosing 

a metric or a kernel. The disadvantages of this method 

include: insufficient performance in real tasks, since the 

number of neighbors used for classification will be quite 

large; difficulties in setting appropriate weights and 

determining which features are necessary for classification; 

dependence on the chosen metric of the distance between 

objects. 

Neural networks [7, 8] are quite effective because they 

generate a large number of regression models (which are 

used in solving classification problems by statistical 

methods). However, any method based on neural networks 

will never provide a classifier of the desired quality if the set 

of training samples is not complete enough for the task that 

the system will have to work with. 

The method of decision trees (DT) is characterized by 

high training and forecasting performance. DT can be easily 

visualized and interpreted. The disadvantage of the method is 

the relatively low accuracy of forecasts, since the 

construction of the classifier significantly depends on the 

input parameters, the data structure, and the nature of their 

occurrence [9]. To overcome the above disadvantages, 

methods based on the use of ensembles of several classifiers 

have been developed. Ensembles improve the quality, reduce 

the dependence of models on the studied data and input 

parameters, increasing the stability of the results. 



One of the most popular classification methods is 

ensemble models based on bagging [10,11]. 

III. APPROACHES AND METHODS 

Bagging is a simple technique based on the idea of 

combining independent weak classifiers. At the same time, 

classifiers are trained in parallel, using the same learning 

algorithm.  

Bagging is based on Condorcet's theorem: 
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where μ – the probability of making a correct decision by the 

classifier, N – number of decision trees, m – the minimum 

value of the required majority of correct classifier solutions, 

p – the probability of making a correct decision of the 

classifier, 
i
NC  – the number of permutations of N objects 

taken i at a time.  

Bagging will mainly focus on obtaining an ensemble 

model with less spread than its components and will aim to 

reduce variance by averaging the results. At the same time, a 

weighted average is used to solve the regression problem 
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where L – number of classifiers, ( )lw  – work result of l – 

base classifier. 

Majority voting is usually used to solve the classification 

task  

LS (.) = arg max[ ( | ( ) ] k card l w k
 

(3) 

In addition, classification problems determine the 

probabilities of each class predicted by all models. In the 

future, the values should be averaged and the class with the 

highest average probability should be saved (soft voting). 

Averages or votes may be simple or weighted if any 

appropriate weights are used. 

When forming an ensemble of models, a DT is most 

often used as the basic classifier. DT is easy to interpret, 

requires little prior data preparation, can work with both 

numerical and categorical data, uses a white-box model, and 

is easily explained in Boolean logic. However, DT is very 

sensitive to small changes in training data and classifier 

settings, has high sensitivity to noise, and low accuracy. 

To overcome the above disadvantages in the work as 

basic classifiers, classifiers based on an elementary 

perceptron [12] with simple A- and R-elements and transfer 

functions of relations of the form were studied: 

Cij (t) = wij (t)Uout.i (t - τij ), (4) 

where wij(t) – the weight of the connection between the i-th 

and j-th neurons at the moment of time t;        Uout.i (t - τij ) 

– the output signal of the i-th neuron at the moment of time (t 

- τij); τij – signal transmission time Uout.i (t - τij ) rom the 

output of the i-th neuron to the input of the j-th element. 

In addition, when building a multilayer perceptron, 

various functions are used to optimize the weights of neural 

networks, namely: 

 ‘lbfgs’ – an optimizer from the family of quasi-
Newton methods [13]; 

 ‘sgd’ – stochastic gradient descent [14]; 

 ‘adam’ – the optimizer that is based on principles of 
stochastic gradient descent and proposed by 
researchers Kingma, Diederik and Jimmy Ba [15]. 

In addition, when building a multilayer perceptron, it is 

also necessary to choose the activation function of the hidden 

layer. The following functions are the most popular: 

 ‘identity’ – no-op activation, useful for implementing 
a linear bottleneck, returns  f(x) = x; 

 ‘logistic’ – logistic sigmoid function that returns 
f(x) = 1 / (1 + exp(-x)); 

 ‘tanh’– the hyperbolic tan function that returns 
f(x) = (x); 

 ‘relu’ – rectified linear unit function that returns 
f(x) = max(0, x). 

The efficiency of bagging is achieved due to the fact that 

the errors of the basic algorithms trained on different 

subsamples are mutually compensated during voting, as well 

as due to the fact that outlier objects may not fall into some 

training samples. 

To build classifiers, various algorithms for forming data 

samples are used: Pasting, Bootstrapping, Random Patches, 

Random Subspaces [16,17]. At the same time, about 60% of 

the raw data  1 2{ , ,..., },i i imX x x x are used as samples for 

training, the rest – only for testing. 

According to the meta-algorithm Pasting subsamples 

contain all the original features 1 2{ , ,..., },i i imX x x x  are 

formed randomly, are unique and unrepeatable. The main 

disadvantage of this process is that each subsample cannot be 

repeated and this creates a problem when the data set is not 

large enough [16].  

According to the meta-algorithm Bootstrapping the 

subsamples containing all the original features 

1 2{ , ,..., },i i imX x x x  are randomly generated and can be 

repeated.  

According to the meta-algorithm Random Patches 

subsamples are created by randomly selecting part of the 

features 1 2{ , ,..., },i i imX x x x  and may be repeated. 

According to the meta-algorithm Random Subspaces 

subsamples are created by randomly selecting part of the 

features 1 2{ , ,..., },i i imX x x x  are unique and unrepeatable 

[18].  

IV. EXPERIMENTAL RESEARCH AND EFFICIENCY 

EVALUATION 

The main task of the conducted experiment is the 

research and development of methods for identifying the 

state of the computer system based on ensemble classifiers, 



their adjustment taking into account the peculiarities of the 

input data to improve the quality of work. 

The use of the above algorithms for the formation of data 

samples: Pasting, Bootstrapping, Random Subspace and 

Random Patches Ensemble was analyzed to generate 

samples of the initial data of the basic classifiers.  

The parameters of the operation of the CS (loading of the 

central processor, memory, volume of traffic, number of 

read/write operations to the disk, signatures of intrusions; 

statistical data of the analysis of system events (the number 

of operations of working with the system registry, the file 

system, the number of processes and etc.) At the same time, 

in order to increase the accuracy of the classification at the 

boundary of the delimitation, the input data were additionally 

made noisy. 

At the beginning, the performance quality of the standard 

version of the bagging algorithm with decision trees as basic 

classifiers was analyzed. At the same time, such setting 

parameters as the above algorithms for forming data samples 

and the number of basic classifiers in the ensemble were 

investigated. It was found that the minimum accuracy is 

equal to 84.4%, and the accuracy under standard settings 

(using the Bootstrapping algorithm for forming data samples 

and with the number of classifiers equal to 10) is equal to 

88.7%. Thanks to the selection of optimal parameters, it was 

possible to increase the accuracy to 90.2%. The results of the 

research of bagging classifiers with decision-making trees as 

basic classifiers are shown in Fig. 1. 

 

 

 
Fig. 1. Comparative analysis of the dependence of the classification 

accuracy of the bagging classifier based on decision trees on the number of 

base classifiers. 

To improve the accuracy of the ensemble work, it was 

decided to use multilayer perceptrons as the basic classifiers 

instead of the usual decision trees .  

Combinations of selected parameters-settings that affect 

the performance quality of the ensemble classifier based on a 

multilayer perceptron were studied, namely: 

1. The algorithm for forming data samples. 

2. The number of basic classifiers in the ensemble. 

3. The set of parameters of the basic ensemble classifier 
(function for optimizing neural network weights and 

hidden layer activation function, sizes of the first and 
second hidden layers). 

The values of the parameters-settings of the classifier 

considered in the research are given in the Table 1. 

TABLE I.  THE VALUES OF THE PARAMETERS-SETTINGS 

Parameter 

number 
Parameter name Possible values 

1 
The algorithm for forming 

data samples 

Pasting, Bootstrapping, 

Random Patches, 
Random Subspaces 

2 
The number of basic 

classifiers in the ensemble 
5, 10, 20 

3 
The function used to 

optimize the neural network 

weights 

lbfgs, sgd, adam 

4 
The hidden layer activation 

function 

identity, logistic, tanh або 

relu 

5 
The size of the first hidden 

layer of the perceptron 
10, 100, 200 

6 
The size of the second hidden 

layer of the perceptron 
0 (is not used), 5, 10, 20 

 

The essence of the experiment is to create classification 

models using the brute force method of the specified settings 

parameters and build a trend line for each of the studied 

settings. The index of the settings vector acts as the abscissa 

axis. At the same time, the index of the settings vector is 

ordered by increasing accuracy for the studied setting 

parameter.  

For each set of parameters-settings, 3 classifiers (5184 

classifiers in total) were built to perform the cross-validation 

procedure with the same set of parameters-settings, and the 

model with the highest accuracy was selected (resulting in 

1728 classifiers). 

The results of the study of dependence of classification 

accuracy on the used forming data samples algorithm are 

presented in Fig. 2. Analysis of the results showed that the 

use of the Random Patches algorithm is the most qualitative. 

The worst results were obtained when using the 

Bootstrapping algorithm. The other two algorithms showed 

nearly the same results. At the same time, under certain 

settings, the use of the Pasting algorithm made it possible to 

obtain the highest accuracy classifier.  

 
Fig. 2. Study of the influence of using the Bootstrap procedure for input 

data and features on the classification accuracy of the Bagging ensemble. 



The study of the dependence of classification accuracy on 

the number of basic classifiers in the ensemble showed that 

the difference in accuracy is not significant (Fig. 3). Thus, it 

is recommended to take five classifiers if the speed of model 

building is a priority, or to increase their number if the 

priority is accuracy.  

 
Fig. 3. Study of the influence of the number of independent classifiers in 

the ensemble on the classification accuracy of the Bagging ensemble. 

A study of the dependence of neural network weight 

optimization functions on the classification accuracy of the 

Bagging ensemble is shown in Fig. 4. The performed 

analysis of the algorithms showed that the use of the sgd-

function is not appropriate. The choice between the other two 

algorithms requires research and depends on the specific 

input data set.  

 
Fig. 4. Study of the influence of neural network weight optimization 

functions on the classification accuracy of the Bagging ensemble. 

The analysis of the effect of the available activation 

functions of the hidden layer of the multilayer perceptron on 

the classification accuracy of the Bagging ensemble showed 

that ensembles using multilayer perceptrons with the identity 

activation function (Fig. 5) have the lowest accuracy. The 

use of other activation functions is appropriate and also 

depends on the set of specific input data.  

 
Fig. 5. Study of the influence of the activation functions of the hidden 

layer of the multilayer perceptron on the accuracy of the Bagging ensemble 
classification. 

The study of the optimal sizes of two hidden layers 

turned out to be the most interesting and most promising for 

further research (Fig. 6-7). The value 0 in Fig. 7 corresponds 

to the situation when the layer is not used. According to the 

results of the study, it was found that in the first hidden layer 

it is possible to use a much smaller number of neurons than 

with standard settings. It is enough to take 10 neurons in the 

first layer, but the size of the second layer can be increased 

depending on the task and the features of the input data set.  

 
Fig. 6. Study of the influence of the size of the first hidden layer of the 

multilayer perceptron on the accuracy of the Bagging ensemble 
classification. 



 
Fig. 7. Study of the influence of the size of the second hidden layer of the 

multilayer perceptron on the accuracy of the Bagging ensemble 

classification. 

V. CONCLUSIONS 

In this work, the peculiarities of the construction of 

ensemble bagging classifiers based on decision trees and 

multilayer perceptrons as basic classifiers for identifying the 

state of the computer system have been studied. The results 

of the research are implemented programmatically using the 

Google Colab cloud service based on Jupiter Notebook. 

The performance indicators of the CS were used as the 

initial data. At the same time, in order to increase the 

accuracy of the classification at the boundary of the 

delimitation, the input data were additionally noisy. 

It was found that the accuracy of the bagging algorithm 

with decision trees as basic classifiers with standard settings 

ranges from 84.4% to 88.7%. The use of Bootstrap 

algorithms for forming data samples: Pasting, Bootstrapping, 

Random Subspace and Random Patches Ensemble and the 

number of basic classifiers in the ensemble were analyzed as 

setting parameters. The selection of optimal setting 

parameters made it possible to increase the classification 

accuracy to 90.2%. 

To increase the accuracy of classification, the work of 

bagging ensembles with multilayer perceptrons as basic 

classifiers is considered. The influence of the following 

parameters-settings on the accuracy of the model was 

studied: the algorithm for forming data samples, the number 

of basic classifiers in the ensemble, the optimization function 

of the neural network weights, the activation function of the 

hidden layer, the sizes of the first and second hidden layers). 

Based on the results of the research, the following 

recommendations have been developed regarding the 

selection of the values of the considered parameters-settings 

of the bagging ensembles with multilayer perceptrons: 

1. When choosing an algorithm for forming data 
samples, it is necessary to take into account that the 
Random Patches algorithm is more qualitative, and 
the use of the Bootstrapping algorithm is impractical.  

2. Classification accuracy does not significantly increase 
with an increase in the number of basic classifiers. 

Thus, it is recommended to take five classifiers if the 
speed of model building is a priority, or to increase 
their number if the priority is accuracy. 

3. When choosing a function to optimize the weights of 
neural networks, the use of the sgd-function should be 
avoided. Other functions should be selected taking 
into account other parameters-settings. 

4. In further studies, it is impractical to use the identity 
activation function of the hidden layer, and other 
functions must be used depending on the 
characteristics of the input data. 

5. The study of the optimal sizes of two hidden layers 
showed that in the first hidden layer it is possible to 
use a much smaller number of neurons than with 
standard settings. This makes it possible to 
significantly reduce the time of building classifiers at 
the training stage. It is enough to take 10 neurons in 
the first layer, but the size of the second layer can be 
increased depending on the task and the features of 
the input data set. 

The developed recommendations for the classifier 

settings made it possible to increase the accuracy of the 

bagging ensemble with multilayer perceptrons as basic 

classifiers to 92.2%.  

In further research, to improve the accuracy of the 

classifiers, it is necessary to focus on the selected values of 

the setting parameters and focus on the pre-processing of the 

data taking into account the selected approaches and 

functions when building the classifier. 
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