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Abstract. Process Mining typically requires event logs where each event is la-

belled with a process activity. That’s not always the case, as many process-aware 

information systems store process-related information in the form of text notes. 

An example are patient information systems (PIS), which store much information 

in the form of free-text patient notes. Labelling text-based events with their ac-

tivity is not trivial, because of the amount of data involved, but also because the 

activity represented by a text note can be ambiguous. Depending on the require-

ments of a process analyst, we might need to label events with more or fewer 

unique activities: two similar events could represent the same activity (e.g. screen 

referral) or two different activities (e.g. screen adult ADHD referral and screen 

depression referral). We can therefore view activities as ontologies with an arbi-

trary number of entries.  

This paper proposes a method that produces an ontology for the activities of 

a process by analysing a text-based event log. We implemented an interactive 

tool that generates process models based on this ontology and the text-based 

event log. We demonstrate the proposed method’s usefulness by discovering a 

mental health referral process model from real-world data. 
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1 Introduction 

Process Mining [1] is a set of techniques and tools to extract knowledge from event 

logs – traces left by process-aware IT systems describing who executed what activity 

and when. Event logs typically contain a list of events associated with a case. Each 

event is described by an activity (the process step it represents) and often includes ad-

ditional data, such as date/time, the user involved and activity-specific information. 

While the extracted knowledge can take many forms, Process Mining is often used 

to discover a process model as a flowchart that can be used to visualise and improve 

workflows. Many mature open and commercial Process Discovery algorithms emerged 

[2–6]. However, they all need event logs where each event is labelled with the activity. 

While this is usually the case in more structured systems and processes, such as a pur-

chase-to-pay process managed in an ERP system, more flexible systems often do not 

include activity labels in their event logs.  
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Patient Information Systems (PIS) and their electronic patient records are an exam-

ple of such flexible systems. Events are often documented using patient notes, i.e., free-

text notes with no prescribed structure. Each event has to be labelled with its associated 

activity to discover a process model from such an event log. This is not a trivial task 

because the activity is not always obvious, especially without an apriori known list of 

activities. Allard et al. [7] present a multi-step manual workflow involving multiple to 

label a relatively small text-based event dataset. Clearly, the amount of work required 

to label an unlabeled event log becomes quickly prohibitive.  

Furthermore, it is often not apparent whether two events represent the same activity 

or two different but related ones. Indeed, this may depend on the requirements of the 

process analyst using the process model. For instance, a process analyst analysing men-

tal health data may be explicitly interested in patient journeys involving adult Attention 

Deficit Hyperactivity Disorder (ADHD). In this case, the process model needs to sepa-

rate events related to adult ADHD from other events. However, if the analyst is inter-

ested in the high-level process flow, such a differentiation is not only unnecessary, it is 

detrimental to the comprehensibility of the resulting process models (process models 

with fewer activities are usually more accessible). Therefore, we must view activity 

labels not as a flat list but as a hierarchical ontology where the activity an event repre-

sents can be expressed using different (but related) concepts, depending on the required 

level of granularity of the process model. 

We propose a method that discovers process models from text notes, leveraging an 

automatically created ontology describing activities. We implemented the method as an 

interactive tool and evaluated it with real-world data from a community mental health 

hub. 

2 Background 

While text data has been identified as an event log source, most of the research in Pro-

cess Mining concentrates on using labelled event logs; far less research concerns itself 

with text-based event logs. 

One of the first attempts at using free-text data as a basis for automated process 

discovery was described by [8]. They extracted email messages from Microsoft Out-

look. Each email message had to be tagged manually by the Outlook user with the as-

sociated activity. They demonstrated the usefulness of applying Process Mining to text 

data but having users reliably tag emails (or other text notes) is often unrealistic or not 

feasible. 

Jlailaty and Grigori [9] described a framework to extract business process activities 

from email logs using hierarchical clustering and compare the clustering quality using 

Latent Semantic Analysis (LSA) and Word2Vec. They did not suggest a method to 

label clusters automatically but instead relied on manual labelling.  

We [10] proposed a framework to automatically extract process models from text 

notes stored in Customer Relationship Management (CRM) systems. We suggested us-

ing Latent Dirichlet Allocation (LDA) [11] to group notes representing the same activ-

ity and generate keywords for each group.  
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Chambers et al. [12] proposed a pipeline to discover business processes from emails. 

Their approach requires a ground truth dataset, as they use supervised machine learning 

and a ground truth excerpt of the data set to label emails. 

de Medeiros et al. [13] gave an early overview of the opportunities of semantic Pro-

cess Mining using ontologies. The same authors presented how using ontologies to-

gether with Process Mining can answer queries that regular Process Mining cannot. 

They provided a concrete implementation of their method.  

To the best of our knowledge, there is no published approach that combines Process 

Mining from unlabelled text-based event logs with the semantic concepts of ontologies. 

3 The Mining Process 

Fig. 1 gives an overview of our method. We start by extracting an event log containing 

free-text patient notes. The text data and the positional information of each event are 

used to create two distance matrices. These matrices are combined and used as a basis 

for hierarchical clustering. We use the output of the hierarchical clustering, the dendro-

gram, as the ontology describing the process activities. We use feature selection tech-

niques to label each node of the ontology. Finally, an interactive process miner shows 

the process model at various levels of detail selectable by the user, which can be ex-

ported for use in other Process Mining tools. 

 

Fig. 1. Overview of the components of the mining process 

3.1 Unlabelled event log requirements 

In the first step, we extract an unlabelled event log from the source system (in our case, 

a patient information system). Each event has three fields: a case id, a timestamp and a 

free-text field containing the patient note. Timestamps allow us to determine the order 

in which events occurred. We are deliberately only looking at the minimum of infor-

mation necessary to mine processes to prove the general viability of our  approach. In 

practice, a process-aware information system might contain more information, e.g., the 

note’s author, date, and other process-related information, which could be used to im-

prove results. 

3.2 Text processing 

We are treating each event (or free-text note) as a document; all notes together make 

up our corpus. Each note is turned into a bag-of-n-grams [14]. We found that using n-



4 

grams of length (1,2) provide a good compromise between quality of the resulting dis-

tance matrix and computing performance. 

We create a document-term-matrix (dtm) containing term-frequency/inverse-docu-

ment-frequency (tf-idf) values for each document/term combination. tf-idf values fa-

vour terms (or n-grams) occurring often in few documents and penalise terms occurring 

in many documents. This improves the eventual clustering by emphasising more im-

portant keywords while neglecting common words. 

Finally, we use the cosine distance to calculate a distance matrix, yielding values 

between 0 and 1 for each pair of notes. 

3.3 Calculating event positions 

While text clustering works very well to identify certain activities, in other cases very 

similar notes can describe different activities. In our case, we have two activities that 

share similar vocabulary: a screening activity, where a clinician summarises the medi-

cal problem and an assessment, where another clinician writes about the medical situa-

tion of the patient in more detail. Naturally, both activities will use similar words. Using 

text data alone will put events from both activities in the same group. However, the 

activities are, in reality two different process steps that occur at different times.  

As we are importing events in the order they occur, we know whether a note is at the 

start, the end, or anywhere in a process and can use this information to improve clus-

tering results. We calculate two values for each event: distance from the beginning of 

the process and distance to the end of the process. Both values are scaled to fit between 

0 and 1; then we use the Euclidean distance to create a distance matrix between each 

pair of events. Since we scaled values to (0,1), the distances use the same scales as the 

values in the matrix created from the text data. 

3.4 Hierarchical clustering 

In this step, we calculate the weighted average between both distance matrices. The 

weight is configurable in the interactive tool, however, giving both matrices the same 

weight seems to produce reasonable results. We expect that the more unique the vocab-

ulary of each activity is, the less weighting should be given to the positional data. 

We conduct hierarchical agglomerative clustering to generate a dendrogram. This 

dendrogram indicates which activities represent the same activity at different levels of 

detail. At the lowest level of detail, each event represents a unique activity, at the high-

est level of detail, each event represents the same activity. Since neither of these ex-

treme levels of detail is useful, in practice, the user of the process mining tool will need 

to select a suitable level of detail. 

3.5 Labelling the ontology 

To turn the dendrogram of activities into an ontology, we need to label each node. We 

create a node-term-matrix, which contains the summed term-frequencies of all 

events/notes belonging to the respective node. We then calculate mutual information 
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for each node and term and select the six highest weighted terms of each node as the 

node label. Selecting six terms creates concise labels which allow users to infer the 

activity quickly. 

3.6 Interactive Process Miner 

Events following each other have a directly follows relationship. As our events are 

unique, each directly follows relationship is unique and therefore, all relationships have 

the same weight. When the user selects the level of detail of the process model, these 

relationships are aggregated through the activity ontology. The hierarchical ontology is 

“cut” at the specified level and the interactive process miner shows the process graph. 

It indicates frequencies by using bolder connecting arrows for common activities and 

transitions. It also provides interactive filters to hide infrequent activities and transi-

tions. 

This simple process discovery algorithm has some issues, the biggest being that it 

cannot detect parallelism. As there are many mature process discovery tools that might 

produce better result, our tool allows exporting the process as a regular, labelled event 

log. 

4 Use Case 

We are evaluating our process discovery tool using data from a London NHS trust 

providing mental health care. Part of this service are community adult mental health 

hubs. These hubs receive patient referrals from several sources, mostly general practi-

tioners (GPs), but also social care, police, etc. Each referral must be assessed and re-

ferred to the appropriate secondary healthcare service.  

This process is supposedly straightforward with only four activities: First, referrals 

are screened, and then admin staff books a tele-triage appointment with the patient. A 

clinician will assess the patient in the tele-triage appointment and finally refer and dis-

charge the patient. After each of these activities, staff create a note in their PIS (see 

Error! Reference source not found. (a). 

Referrals are supposed to be completed within two weeks. However, there are vari-

ous problems with the process and sometimes referrals are abandoned due to patients 

not showing up, referrals not being appropriate, staff being overworked, etc. Since the 

process is mostly documented with patient notes, there is little visibility of the process. 

The hubs do not know how many processes deviate from the straightforward process, 

or when deviations occur. 

We exported all patient notes that were created during a timespan of several months 

from one of the hubs. Each note is associated with an anonymised patient id. We also 

checked that notes do not contain patient names. After preparing the event log, we load 

it into our tool and choose appropriate parameters and filters. Error! Reference source 

not found. (b) shows one of the discovered process models, clearly showing the most 

frequent process pathways (“process highways”) following the supposed process, but 

also showing infrequent deviations from the supposed process. We showed the process 
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model to subject matter experts, who were able to recognise their process, thus demon-

strating that the technique is viable. 

 

Fig. 2. (a) the supposed process (b) one of the discovered process models 

5 Conclusion and future works 

We introduced a novel approach to mine process models from text notes by using the 

concept of an ontology. Furthermore, we showed that using positional information can 

improve the clustering of events into activities. We demonstrated the viability of this 

approach using real-world clinical data.  

In future research, we plan to use other available structured data, e.g., the note’s 

author to further improve clustering. We also plan to evaluate text summarisation tech-

niques to label the ontology. 
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