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Abstract - This research proposal introduces an 

innovative application that utilizes machine 

learning to assess an individual's depression level 

and quality of life in real-time. The application 

offers personalized insights into the user's mental 

health and utilizes a distributed ledger system 

(DLS) that ensures data protection through 

decentralization and tamper-proof features, 

safeguarding it from unauthorized access [1]. 

Additionally, the app utilizes models to provide 

tailored recommendations and interventions for 

enhancing mental health and overall well-being 

[2]. Users will benefit from personalized 

guidance, including lifestyle adjustments, 

mindfulness exercises, and access to professional 

support. 

 

I. INTRODUCTION 

 

According to the World Health Organization 

(WHO), depression is estimated to affect more 

than 264 million individuals worldwide, and 

nearly half of these cases remain unattended [19]. 

The main reason for this therapy gap 

encompasses a lack of awareness, inadequate 

assessment methods, and a prevailing societal 

stigma surrounding mental health issues [18]. 

Alarmingly, the most significant portion of those 

affected with this debilitating condition remains 

undiagnosed and untreated due to a lack of 

awareness or reluctance to seek help [13]. In the 

context of this pressing public health issue, our 

research proposal proposes an innovative 

solution that utilizes machine learning models to 

address the barriers to mental health assessment 

and support for individuals. 

 

Our endeavor is structured into two key 

components. The first part of our research 

focuses on the development of machine learning 

models designed to analyze user metrics, 

enabling the generation of personalized 

assessments of an individual's quality of life [1]. 

By harnessing real-time data, we aim to empower 

users with insights into their mental well-being. 

This initial phase of our study is a crucial step 

towards easing depression and facilitating early 

intervention. 

 

In the second part of our experiment, our 

objective is to construct a model capable of 

offering personalized recommendations to users, 

fostering tangible improvements in their quality 

of life [2]. These recommendations may 

encompass lifestyle adjustments, mindfulness 

exercises, and access to professional mental 

health assistance. This personalized approach 

aims to not only increase awareness but also 

inspire positive action for those who may be 

unknowingly grappling with depression and try 

to keep them engaged with the recommendations 

without them getting bored of it. 

 

A fundamental component of our research is the 

incorporation of a distributed ledger system 

whose inherent features of decentralization and 
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tamper-proof data storage are crucial for 

ensuring the security and confidentiality of user 

information [3]. 

 

Our project's goal is to harness the potential of 

machine learning and other advanced 

technologies to bridge this gap. By providing a 

user-friendly, software-based solution, we aim to 

empower individuals to manage their mental 

health. This software will not only enable users 

to assess their own mental well-being through 

personalized metrics but also offer immediate 

access to professional consultations and tailored 

content designed to guide them on a path to 

recovery. 

 

Our research seeks to revolutionize mental health 

care by offering a secure, efficient, and user-

centric means of assessing, analyzing, and 

enhancing their well-being. By combining the 

power of machine learning and blockchain 

technology, we aim to enable individuals to make 

informed choices about their mental health. In 

doing so, we hope to contribute to a world where 

depression is better understood, more readily 

identified, and where effective support is both 

accessible and personalized. 

 

II. RELATED WORKS 

 

In recent years, machine learning and health care 

have witnessed significant progress, opening 

new perspectives on mental health and quality of 

life. This literature review examines key research 

papers regarding the impact of depression and 

Quality of Life and their contributions. 

 

For doing this research we have used papers and 

concepts that help us in understanding how 

depression of a person was measured and his 

quality of life was calculated based on various 

factors and with those including from the simple 

daily lifestyle of a person to his external factors 

such as diet, work pressure, and other factors. 

 

The base paper that we are utilizing for our 

project analyzes the depression-quality of life 

relationship, similar to our base paper another 

paper that we have referenced provided insights 

and the recommendations for improving the 

quality of life of a person [4]. Another study we 

conducted aimed at improving the mobile apps 

for student mental health support by addressing a 

few limitations. Furthermore, we used research 

that improvises the applications' security and 

mental health. Lastly, we utilized some papers 

that calculated the quality of life of a person from 

various pulmonary diseases using the nutrition 

from NHANES dataset [3]. 

 

The base paper we referred to used machine 

learning techniques like SVM and plotted pruned 

dendrograms using Self-Organizing Maps 

(SOM) which helped us categorize depression on 

how a person was affected. This multi-pronged 

approach contributes to a nuanced understanding 

of how depression affects individuals and, 

extending, their quality of life [4]. 

 

Our primary reference point, the base paper, 

rigorously analyzes the depression-quality of life 

relationship. We also analyzed a few papers that 

used various NLP models that were used to 

personalize recommendations from models like 

BERT from Google, etc. Further research from 

our side made us understand its limitations and 

think of implementing NLP in our research too 

for personalized recommendations and bridge the 

understanding of people from Machine learning 

using Natural Language Processing [2]. 

 

 

 



III. METHODOLOGY 

 

A. User Metrics Collection:  

 

The basic metrics collected from the users for this 

project are based on the questionnaire type of 

input which makes it easier to assess his situation 

and understand his depression level. For this 

questionnaire, we have taken the standard 

questions of PHQ-9 (Patient Health 

Questionnaire) as shown in Figure 3.1. the 

Stanford University prepared standard set of 9 

questions that the user has to rate the question 

based on his experience in his past 14 days so for 

example let’s take an example like Feeling tired 

or having little energy this has to be rated by the 

user in his past 14 days of experience.  

 

 
Figure 3.1 Initial parameters 

 

Our initial score generation model dataset was 

made by collecting a survey that we passed on via 

forms which was later after giving importance 

values to each attribute which finally summed up 

generates our score Once the user inputs their 

questionnaire data, they will be prompted with 

their depression level which was categorized 

based on his score generated and be displayed to 

them. Then they will be prompted with an 

interface that shows them standard 

recommendations that a person must adhere to if 

his depression level is at the level the user scored 

from the questionnaire. 

 

Later, our model suggests it, which is prompted 

to the user by asking him if they are satisfied with 

the original recommendation set or want it to be 

more personalized to them by first asking them 

what preset recommendations are helpful to 

them. 

 

B. Data Analysis and Generation 

 

Our recommendation model was also built up 

with the questionnaire model, which makes it 

easier from both sides to assess. 

 

 
Figure 3.2 Dataset entities considered for 

asking Questionnaire 

 

From figure 3.2, we can understand the 

important attributes from which a patient can be 

well understood on his mental health. Using the 

important attributes from each set of entities, we 

have prepared a set of personalized 

questionnaires to assess the user and build our 

recommendation set of parameters based on 

how the user responds to the questionnaire. 

 

Our score generation model was trained on 

various classification models and amongst those 

decision trees with highest accuracy was taken to 

build up this model building.  

 

This helped build up our model's accuracy and 

has made us use the decision tree model for the 



best accuracy. The recommendation model after 

the user answers his questionnaire, we have used 

the NLP model to properly categorize which 

recommendation must be given higher priority 

and what has affected our user the most and 

suggest recommendations. 

 

Later we were also thinking of adding up the 

security aspects of the data too. If a new user tries 

to call upon his personal sensitive data, he might 

not be interested to share it with the general 

audience, so we thought of including the 

blockchain technology to further enhance the 

security of our model and thus completing the 

entire Analysis model. 

 

C. Overall Workflow: 

 

In this research, the steps taken to build on our 

model and how it works from the data collection 

step of data collection. 

 

 
Figure 3.3 Architecture Diagram of the 

model  

 

Initially, as shown in figure 3.3 in our model the 

user will be provided with an interactive 

application interface and is expected to provide 

the metrics about himself for the data models to 

analyze them and generate standard personalized 

recommendations for the user. So, our model was 

planned so that there are two separate users who 

use the applications, where one is the general 

user that wants to calculate their quality of life. 

Secondly, we have the Doctors or the medics as 

the other group of users having access to our 

application. 

 

As the user enters their basic details for login into 

our application, the data they entered is stored in 

our databases securely using the servers. The 

servers that are being used to store and retrieve 

the data are connected with our analysis and 

recommendation models, where in which the 

analysis model understands the patients’ 

conditions and the recommendation model after 

taking the report from the analysis model 

generates a set of recommendation for the user to 

make in his day-to-day life activities and suggest 

some mindful activities to keep the user engaged 

in positive activities and help improving their 

quality of life categorically. 

 

Our recommendation model will be 

recommending to those who are experiencing the 

severity of their depression at a range of minimal, 

mild, moderate, moderately severe and Severe 

depression. The other side note if the condition 

of the user is severe and moderately severe, that 

is where the second user's role comes into play. 

 

The recommendation model in these cases 

suggests the user to better get some expert advice 

on the state of his mental health. [13] As in these 

cases if the level of depression is severe and the 

user is having some illness like those of 

hallucinations and other which can only be 

treated via medications or needed to be 

supervised by doctor on his body conditions 

before suggesting any recommendations as the 

usual recommendations might not be effective on 

this kind of patients and make his suffer further 

than curing him. 

 



At the last point, as the recommendations have 

been validated, the correct set of 

recommendations that are actually effective on 

the user are targeted based on his interests and are 

made engaging so that they don't start 

discontinuing it once more. 

 

IV. RESULTS AND DISCUSSIONS 

 

For understanding and classifying users after 

training the dataset, we must first use 

classification methods to classify the severity of 

a person’s depression and provide a general set 

of recommendations accordingly. We used the 

decision tree model that belongs to a family of 

supervised learning. Using supervised learning, 

we used our model to train it to classify the level 

of depression a user suffers in 5 levels by using 

which we can give them recommendations. 

 

We also tried using various classification 

methods, like the support vector machine 

(SVM’s), random forest and other classification 

techniques. But the decision tree model we used 

provided higher accuracy to our prepared dataset, 

and we trained it well according to our needs for 

rating reference figure 4.1. 

 

 
Figure 4.1 Accuracy comparison with other 

classification models 

 

We created a dataset by collecting data from 

around 300 users trained in the decision-tree 

classification model. We trained our model with 

a training to testing ratio as 70 to 30 and predicted 

the incoming values the users will enter. The 

model utilized has been successful in terms of 

performance metrics, having an accuracy of 

approximately 83%, which can be concluded 

after a considerable number of iterations. 

 

Since it is a classification model the optimum 

accuracy is only achieved after a certain number 

of iterations and it is noted that the highest 

percentage of accuracy for the depression 

calculation model at a certain point is 96.82%. 

The accuracy was calculated on the results of all 

the test data's outputs. To achieve that level, we 

need to train our model with a large amount of 

data only after which our accuracy in predicting 

the individual's true values could be determined. 

 

As for the interface of the project as for now we 

have used the Tikinter which is a python library 

used to build a simple GUI interface it’s also used 

for creating graphical user interfaces (GUIs) with 

various widgets such as buttons, labels, text 

boxes, etc. being easy to use. 

 

The GUI has the fields for the values to which the 

user has to enter the data for and later in which 

the data after clicking the submit button at the 

bottom of the screen as shown in figure 3.1, it 

will display the user’s depression rating and the 

level of depression user is suffering refer the 

below code in figure 4.2. 

 

 
Figure 4.2 Feature Importance 

 



After the score being generated the user will be 

shown an option to show recommendations 

which is personalized based on their score and a 

general set of recommendations are shown as per 

his depression score like for the result in Fig 4.3 

the general set if recommendations that will be 

displayed to such user will be like, explore 

outdoor activities for a change of scenery, 

consider group therapy session. Here, the 

interesting aspect is that the user can choose 

which of the proposed recommendations is/are 

beneficial for him, so while personalizing his 

final recommendation we can include these 

activities similar to that he has highlighted 

useful. 

 

 
Figure 4.3 generalized recommendation 

 

All the inputs the user selects are carefully noted 

and captured for personalization. Now if the user 

is interested to tailor his recommendations 

further, he can select the personalize button 

displayed to him as shown in figure 4.3 from 

where the use will be asked a general 

questionnaire from the important entities used to 

assess a patients mental health refer figure 3.2 for 

knowing what were considered important for 

making this personalizing questionnaire. 

 

Once the user clicks on Personalized the user is 

first asked with few sets of questionnaires, they 

range from selecting few checkboxes on why 

they have planned to take the survey today and 

few questions asked in the form of either yes or 

no and few in the form of good, fair and bad 

format making it easy to answer refer figure 4.4. 

As our personalizing questionnaire has been 

completed, we can proceed without final 

recommendations which are built upon the user 

answered metrics from the personalization 

questionnaire where we use the NLP for better 

understanding of the user's response and to 

understand what recommendations to provide. 

We have also iterated with several NLP models 

and found one which satisfies our needs. 

 

 
Figure 4.4 Personalizing recommendations 

 

We used the NLP model of Vader lexicon from 

the nltk python library which is majorly used for 

sentiment analysis. The main reason for us going 

for this model is its faster response speeds than 

other NLP models side by side. Hence by 

tracking the user responses we do a sentiment 

analysis based on the score that is generated for 

each of his responses as shown in figure 4.5 and 

categorize them for it being either positive or a 

negative sentiment for a respective response 

from the user. 

 

 
Figure 4.5 Sentiment analysis 



From these responses, the sentiments being 

categorized, we take the polarity scores of the 

sentiments that are 5 most negative to visually 

show the user's parts for improvement. 

The Visual representation is followed up to 

display it in a pie chart to make it easier to 

comprehend from the user as shown in figure 4.6 

and better understand themselves. 

 

 
Figure 4.6 Visual Representation 

 

Once this is done based on his polarity scores and 

the user's responses, we can obtain the new 

recommendations from a dataset briefly making 

him understand where he can improve his quality 

of life and make him engaged in the activities. 

Adding further to this at the end all the selections 

that the user had made were tracked was analyzed 

by our dataset model upon clicking the get new 

recommendation button a final summarized 

recommendation will be generated combining all 

the factors as shown below in figure 4.7 which 

was generated by t5-small NLP model which was 

pretrained for tokenizing and generating a 

summarized recommendation from the prepared 

dataset refer figure 4.9 for the dataset. 

 

 

 
Figure 4.7 Final Recommendation 

 

 
Figure 4.8 Precision, Recall and F1 scores 

 

 
Figure 4.9 Recommendation Dataset  

 

Our Recommendation dataset consists of all the 

set of recommendations for various 

combinations possible from the user entry from 

the UI and suggesting him recommendations 

based on their particular selection. T-5 mini 

model summarized the overall recommendation 

for various selections made by the user. 

 

V. CONCLUSION 

 

We are continuously putting efforts towards 

improving the recommendation system's 

accuracy, usability, and performance [1]. This 

includes those of refining the recommendation 

algorithm, expanding the dataset for training 

purposes, integrating advanced NLP techniques, 

and optimizing the GUI's features based on user 

feedback adding on to this a robust error-

handling mechanism can also be implemented to 

ensure smooth system operation. From this 

model, the performance metrics feats achieved 



refer figure 4.8 can give the idea of its accuracy 

furthermore and further improvements on this 

can be added upon. This research aims to 

contribute to the advancement of 

recommendation systems, with a focus on 

delivering an intuitive and effective solution that 

meets user needs and expectations. Last but not 

least this model can be built into an app on which 

after a patient's survey they can get in contact 

with a certified psychiatrist to further assistance 

in extreme cases too by maintaining a proper 

backend and API along with security for 

additional peace of the user’s mind. 
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