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Abstract. Rapid dissemination of fake news to purportedly mislead the
large population of online information sharing platforms is a societal
problem receiving increasing attention. A critical challenge in this sce-
nario is that a multimodal information content, e.g., supporting text with
photos, shared online, is frequently created with an aim to attract at-
tention of the readers. While ‘fakeness’ does not exclusively synonymize
‘falsity’ in general, the objective behind creating such content may vary
widely. It may be for depicting additional information to clarify. How-
ever, very frequently it may also be for propagating fabricated or biased
information to purposefully mislead, or for intentionally manipulating
the image to fool the audience. Therefore, our objective in this work is
evaluating the veracity of a news content by addressing a two-fold task:
(1) if the image or the text component of the content is fabricated and
(2) if there are inconsistencies between image and text component of the
content, which may prove the image to be out of context. We propose
an effective attention-aware joint representation learning framework that
learns the comprehensive fine-grained data pattern by correlating each
word in the text component to each potential object region in the im-
age component. By designing a novel multimodal co-training mechanism
leveraging the class label information within a contrastive loss-based op-
timization, the proposed method exhibits a significant promise in identi-
fying cross-modal inconsistencies. The consistent out-performances over
other state-of-the-art works (both in terms of accuracy and F1-score) in
two large-scale datasets, which cover different types of fake news char-
acteristics (defining the information veracity at various layers of details
like ‘false’, ‘false connection’, ‘misleading’, and ‘manipulative’ contents),
topics, and domains demonstrate the feasibility of our approach.

Keywords: Fake News Detection, Rumor, Multimodal Classification, Co-training,
Attention, Feature Fusion

1 Introduction

The task of Fake news detection is to identify deceptive digital news content
in the web-based platforms. With an abundance of information available from
competing resources, it is often difficult for users to gauge the veracity of an



2 Bhattacharjee & Yuan

Fig. 1. Examples of some real instances of Fake News articles which use Multimodal
content to dupe readers. In (a)I, (b)I, (a)II, and (b)II, images were purposely manip-
ulated to describe a fake article. The instances in (a)III and (b)III represent some out
of context images, so the images do not accurately support their text descriptions.

online news content in a timely manner. While, per Gallup poll’201, only 40%
of the Americans trust their mass media resources to report the news ‘fully,
accurately and fairly’, a critical bias towards Internet based resources (like blogs
and social media) still prevails. Such alternative digital information resources
leave the readers more susceptible to incomplete and deceptive information [1].

Figure 1 shows some instances ((a)I, (a)II, (b)I,and (b)II) of fake news, where
image components were purportedly forged/morphed to support fake news con-
tents. Unlike these standard methods for misrepresentations, to obfuscate the
usual fact checking software, recent trends have been using out of context im-
ages as shown in the right column images ((a)III, (b)III), where a manipulative
correlation is generated between two components to propagate disinformation.
So for this type of fake-news contents, relevance of the text topic of the news
content with its image component is not pertinent. Therefore, our objective in
this work is evaluating the veracity of a news content by addressing a two-fold
task: (1) if the image or the text component of the content is fabricated and (2)
if there are inconsistencies between image and text component of the content,
which may prove the image to be out of context.

A good set of works have leveraged traditional machine learning methods as
well as recent deep learning models [10, 23, 24, 29], most of which rely on tex-
tual content or other metadata (like news source, emotional features, number
of likes, etc.) including content creator’s profile information. While a few re-
cent works have proposed multimodal methods to address the task of fake news
detection [11,13,15,30], majority of these methods just combine different mode-
specific feature vectors (visual, textual features, and semantic information), de-
rived from some independently customized pre-trained models. Therefore, the

1
https://news.gallup.com/poll/321116/americans-remain-distrustful-mass-media.aspx
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mutual relation between these mode-specific representations and how they may
jointly describe the veracity trait of a news content, are still under-explored.

We argue that grounding the text component to different semantic areas in
the image component of a multimodal news content is crucial for evaluating
the veracity of its information. Additionally, to gauge the quality of the visual
component, interaction between different object regions and relative position
information within its visual component often play a critical role. Finally, in
order to ‘bridge the gap’ between the complementary modes, it is important to
identify the hard positives, which may be leveraged to enhance the contrastive
characteristics of the learned joint representation, so the clusters of points be-
longing to the same class are pulled together in the learned embedding space,
while simultaneously pushing apart clusters of samples from different classes. To
this end, the contributions of this work include the followings:

1.To ensure a more accurate evaluation of the quality of the visual and text
component of a news content, the proposed method learns the localized data
patterns by leveraging self- and cross-modal attentions at multiple layers of
details. This enables capturing the correlation of each word to each potential
object region within the image component, within the learned initial joint rep-
resentation, while ascertaining an enhanced decision interpretability in parallel.
2.To analyze the cross-modal inconsistencies, the initial joint representation is
further finetuned by a multimodal co-training scheme that leverages the label
information within a formulation of the supervised contrastive learning frame-
work, to explicitly capture the complementary category relevant information
and their mutual interaction observed within the different mode representations
of the same data source.
3.The proposed method is extensively evaluated on two benchmark datasets
(Twitter Dataset, as part of MediaEval [4], which was released for evaluating
methods for detecting fake multimedia content in social media and the large
scale Fakeddit Dataset [21] that has samples from up to six different categories
of information disorder) and it consistently outperforms other state-of-the-art
approaches both in terms of accuracy and F1-score.

The rest of the paper is organized as follows: Section 2 briefly describes related
works. The proposed method is explained in Section 3. Section 4 and 5 respec-
tively present the experimental results and conclusion.

2 Related Works

The existing set of literature addressing the task of Fake news recognition may
be split into two groups: uni-mode methods [3, 20] and multimodal methods
[15, 30, 32]. Many early works utilizing only the text-based features, retrieve
linguistic features (like special characters, emojis) [3, 20] or language stylistic
features (like assertive verbs, discourse markers) [22] to assess the credibility of
the news content. Researchers have also explored the role of profile information
[9, 24], emotions [8], social context features [13], and source credibility [6] to
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Fig. 2. The Proposed Method Overview is shown in (a) and the Position attended
Visual Region Feature Representation scheme is illustrated in (b).

evaluate the factual quality of the post. In a recent work, Lago et al. [19] have
evaluated different methods for identifying manipulated images.

Recent studies have shown that analyzing the accompanying visual compo-
nent may improve the fake-news detection task [13,21,26,30]. Singhal et al. [26]
propose a multimodal fake news detection framework that employs a language
transformer and visual module warmed up by the pre-trained CNNs to derive
mode-specific features, which are later concatenated to obtain a learned multi-
modal feature descriptor. Wang et al. [30] propose an adversarial network uti-
lizing a two-stream event invariant feature extractors ( text-based CNN for text
mode and VGG-19 based network for visual mode). Both descriptors learned
independently using the samples’ mode-specific representations are just con-
catenated for designing a single feature vector. Similarly, Nakamura et al. [21]
utilize a two-stream network for processing textual (using bidirectional BERT
model) and visual (using ResNet50 model) information. Authors analyze three
fixed feature fusion techniques (maximum, average, and concatenate) for their
performance in fake news detection task. Another set of works also leverage
textual, visual and metadata [5, 13, 18]. However, the relation between these
mode-specific representations and how they may jointly interact to evaluate the
veracity trait of a news content are still not sufficiently investigated, which form
the foundation of our method.

3 Proposed Method

Figure 2 presents the entire workflow of the proposed multimodal Fake-news
recognition system. In this paper, the proposed method is described for two-mode



Title Suppressed Due to Excessive Length 5

(image, text) data representations. However, the learning strategy is completely
generic, such that the extension to a higher number of modes is straightforward.

In the following representation, the annotated data collection is expressed
as: D = {(sj , lj)}j , where a sample sj is represented in terms of an image-
text pair (Ij , T j), such that Ij and T j respectively represent the image and the
text component sj from category lj ∈ C. The objective of this work is to learn
an effective classifier model that can evaluate the veracity of the news content
passed as a query during test time.

3.1 Attention Aware Image Representation

While usually for the representation task, the entire image is considered as a
single quantity, which is processed using a CNN [12], for a richer and more
detailed understanding of the image, in this work, we aim to divide the image
into semantically meaningful regions to derive a region-level representation.

Region Visual Features: Given a multimedia data content (I, T ) as a sample,
its image component I is represented in terms of n candidate interest regions
{vk}nk=1 called ‘proposals’, generated by Selective Search [27]. Each region de-
picts a potential object region within the image I and is represented in terms
of a CNN vector, i.e. I = {vk}nk=1, where vk ∈ R2048 is the CNN feature vec-
tor representing the kth region vk within I. In our experiments, image region
representation was extracted from VGG-19 model pre-trained on ImageNet [25],
which was dimension reduced using Principal Component Analysis (PCA) to a
2048 dimension feature [14].
Region Positional Features: Intuitively, the position information of the image
regions and their relative placements in the whole image are very important. Mo-
tivated by this thought, we combine the position information within the learning
procedure to capture more accurate and fine-grained image spatial layout infor-
mation. For any given multimedia data content (I, T ), its image component I
is first resized to a pre-defined size W × H. Then we adopt the position rep-
resentation approach by Wang et al. [31] to equally split into B × B blocks.
This collection of split blocks forms the position vocabulary to represent the
positional information of every region within I. The position of each split block
represented by the one-hot vector of dimension B2, indicating its index in the
position vocabulary. Finally, the L dimensional region position vector for each
vk defined by an embedding vector ek, is defined as ek[l] = OV (bl, vk)×f(bl, vk)
where f(bl, vk) computes the spatial proximity between the region vk and the lth

max overlapping block bl (1 ≤ l ≤ L) and OV (bl, vk) computes their normalized
pairwise overlap ratio. In order to capture the spatial information of each region
and preserve the locality within the derived embedding vector (i.e. the neighbor-
ing position embeddings should be similar), we encode the normalized position
information of vk as: pk = [N(xk), N(yk), N(wk), N(hk)], where (xk, yk, wk, hk)
denotes the (x-location, y-location, width, height) of vk and N(.) normalizes the
input within a range of 0 and 1. The spatial proximity between bl and vk is

computed as f(bl, vk) = e−
||pk−pl||

2σ2 , where pl represents the normalized position
information of the position vocabulary box bl and σ ∈ R is a scalar, set as the
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average distance between all the position embeddings. The region position vector
ek is concatenated with the region visual feature vk and pass through a linear
layer to obtain the final dv dimensional Position attended Visual Region Feature
vector ck ∈ Rdv (dv = 768). The process is illustrated in Figure 2.
Image Representation: The collection of {ck}nk=1 describes potential object
regions within the image I and passed through a feature representation module
of FSA

v , comprising of a stack of M self attention layer based units, to derive
an attention aware final image representation vector f I . More precisely, given
the initial region-based representation of I as r0 = [c1, c2, ...cn], the mth-layer
processing of FSA

v , which takes r0 ∈ Rn×dv as input at the layer m = 0, is

performed as rm+1 = linear

(
Softmax

( rmrTm√
dv

)
rm

)
. The final M th layer output

rM = FSA
v (r0,M) ∈ Rn×dv , is used to represent the image component I and we

set f I = rM .

3.2 Attention Aware Text Representation
The proposed textual embedding processing module maps each word to a high
dimensional vector space. Each input text component T is considered as a se-
quence of p words, i.e. T = {ω1, ω2, ..., ωp}. We employ the pretrained model
BERT [7] to obtain the fixed word embedding vector of size dw. To capture
the contextual information of each word, we employ Bi-LSTM following the em-

bedding layer, which has a forward hidden state
−→
hw ∈ Rdhidw and the backward

hidden state
←−
hw ∈ Rdhidw , where dhidw is the number of hidden units. For each ωi,

we concatenate both its forward and the backward hidden state representation to

derive the final word representation vector hi = [
−→
hw,
←−
hw] ∈ R2dhidw (dhidw = 384).

Therefore, the text component T is represented in terms of a sequence of word
descriptors w0 = [h1,h2, ...hp], where hi ∈ Rdt with dt = 2dhidw = 768. Sim-
ilar to the image representation technique, the proposed attention aware text
representation module of FSA

t is also comprised of a stack of self attention
layer based units followed by a linear layer, which takes w0 as input at layer
m = 0 to learn an attention aware text representative. The output of the mth

layer in FSA
t is taken as an input to its (m + 1)th layer, which is computed as

wm+1 = linear

(
Softmax

(wmwTm√
dt

)
wm

)
. The output of the last layer (we have

considered a stack of M self attention layers for both visual and text representa-
tions), computed as wM = FSA

t (w0,M) ∈ Rp×dt , is used as the attention aware
text representative for T and we set fTxt = wM .

3.3 Multimodal Feature Representation with Attention Aware
Fusion

For the fake news recognition task, the content is primarily described using
two-mode representation: visual and text. Therefore, to obtain an effective mul-
timodal representation of the content, it is important to integrate two mode-
specific representations in such way that would preserve a detailed understanding
of its text component and the relevance of the visual information accompany-
ing the text. Therefore, directly concatenating the mode-specific features [21]
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may not be the most effective information fusion approach for this application
setting. In this work, we propose a multimodal fusion method that leverages
cross-modal attention information to fuse these two mode-specific features f I

and fTxt. The proposed fusion module FCA, consists of a stack of M multi-
modal attention layers (i.e. the key and value pair represents one mode and
the query represents another mode) which merges two parallel and independent
attention submodules to jointly learn two sophisticated multimodal attention
enhanced visual and text representations denoted by vtext

M and tvisM respectively.
At the 0th layer of FCA, f I and fTxt respectively represent visual and text-based
representation of the given multimodal sample (I, T ) i.e., vtext

0 = f I ∈ Rn×dv

and tvis0 = fTxt ∈ Rp×dt . Also, the entire M -layer non-linear multimodal fusion
module can be represented as (vtext

M , tvisM ) = FCA(f I , fTxt). At any intermediate
mth layer of FCA, the attention enhanced joint embeddings are simultaneously
updated as:

vtext
m+1 = linear

(
Softmax

(VTm(VTm)T√
dv

)
VTm

)
(1)

tvism+1 = linear

(
Softmax

(TVm(TVm)T√
dt

)
TVm

)
(2)

where we have VTm = linear(Softmax(
vtextm (tvism )T√

dv
)tvism ) and similarly compute

TVm = linear(Softmax( tvism (vtextm )T√
dt

)vtext
m ). In fact, for any intermediate mth

layer, the VTm (and TVm) is the multimodal scaled dot product attention that
derives the semantic (and visual) context for a multimodal attention enhanced
visual (and text) feature vtext

m+1 ∈ Rn×dt (and tvism+1 ∈ Rp×dv ).
Finally, both vtext

M and tvisM are average pooled along their respective first
dimension, to obtain an aggregated multimodal attention enhanced visual repre-
sentation vCA = MeanPool(vtext

M ) ∈ Rdt and an aggregated multimodal atten-
tion enhanced text representation tCA = MeanPool(tvisM ) ∈ Rdv . The function
MeanPool(.) is the average pooling function along the first dimension of its
argument.

3.4 Multimodal Co-Training for Joint Representation Learning

Each sample (sj , lj) ∈ D is now represented using two views, sj = {vCA,j , tCA,j},
where vCA,j refers to the multimodal attention enhanced visual feature space rep-
resentation of Ij (the image component of sj) and tCA,j refers to the multimodal
attention enhanced text feature space representation of T j (the text component
of sj). To further highlight the cross-modal consistency utilizing the label in-
formation, the objective of multimodal co-training is to learn two functions g1

and g2, where zj1 = g1(vCA,j) and zj2 = g2(tCA,j), so that both zj1 and zj2 would
emit higher similarity scores with the elements of a hard positive set Pj while
simultaneously enhancing their differences with the elements of the negative set
N j .

We propose to co-train these models (g1 and g2) by retrieving the hard pos-
itives from the other view representation. The function g1 is updated with a su-
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pervised contrastive loss [16] computed using a random batch of samples B ⊂ D:

L1 = −
∑
i∈B

E
[
log

∑
p∈Pji

exp(zj1 · z
p
1/τ)∑

p∈Pj1
exp(zj1 · z

p
1/τ) +

∑
n∈N j

1
exp(zj1 · zn1 /τ)

]
(3)

where the numerator is defined as a sum of ‘similarity’ between zj1 (i.e. the g1

transformed output of vCA,j) and a positive set Pj
1 , constructed by identifying

the most similar samples using its corresponding multimodal attention enhanced
text feature tCA,j . The term τ ∈ R+ is scaler temperature parameter. By leverag-
ing the label information in a supervised scenario, the structure of Pj

1 is defined
as follows:
Pj

1 = {Avis(Ij , a), Ik|k ∈ NbrK(zj2 · z
i
2),∀(si, li) ∈ D \ {(sj , lj)}, lk == lj , a ∈ Avis}

(4)

where Avis(Ij , a) obtains the augmented version of Ij , parameterized by a sam-
pled from a pre-defined set of augmentation transformations in Avis, NbrK(x, .)
identifies the indices of top K similar samples to x and zj2 · zi2 computes the

similarity between zj2 and zi2. Hence the Pj
1 consists of top-K similar samples

to sj retrieved using their g2 transformed multimodal attention enhanced text
feature space representation plus the jth sample’s own augmentations, and N j

1

represents the complement of Pj
1 that does not include samples with the same

annotation lj and their augmentations.
Similarly the function g2 is updated with a similar supervised contrastive

loss computed using a random batch of samples B ⊂ D:

L2 = −
∑
i∈B

E
[
log

∑
p∈Pji

exp(zj2 · z
p
2/τ)∑

p∈Pj2
exp(zj2 · z

p
2/τ) +

∑
n∈N j

2
exp(zj2 · zn2 /τ)

]
(5)

where the numerator is defined as a sum of ‘similarity’ between zj2 (i.e. the g2

transformed output of tCA,j) and a positive set Pj
2 , constructed by identifying

the most similar samples using its corresponding multimodal attention enhanced
visual feature vCA,j . The structure of Pj

2 is similarly defined as:

Pj
2 = {Atext(T j , a), T k|k ∈ NbrK(zj1 · z

i
1), ∀(si, li) ∈ D \ {(sj , lj)}, lk == lj , a ∈ Atext}

(6)

where Atext(T j , a) obtains the augmented version of T j , parameterized by a
sampled from a pre-defined set of augmentation transformations in Atext and
and N j

2 represents the complement of Pj
2 that does not include samples with

the same annotation lj and their augmentations. Both models g1() and g2() are
initialized independently by learning in the uni-mode environments and then co-
training process proceeds by alternatively optimizing L1 (Eqn. 3) and L2 (Eqn.
5). In all our experiments, we have usedK = 5. More about these implementation
details will be discussed in Section 4.2.

3.5 Fake News Classification

After the functions g1 and g2 are learned, sj is represented using its joint mul-
timodel representation zj,Merged = [zj1, z

j
2] and is fed into a stack of Fully Con-

nected (FC) layers for classification. In order to address the issue of overfitting,
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Fig. 3. Example results of the proposed method in 6-way classification task of Fakeddit
Dataset [21]

Table 1. Results in Twitter Dataset [4]

Method Accuracy
Real News
F1-Score

Fake News
F1-Score

Text-mode Classifier 0.62 0.61 0.64
Visual-mode Classifier 0.64 0.67 0.63

Neural Talk [28] 0.61 0.63 0.59
VQA [2] 0.63 0.61 0.65

EANN [30] 0.65 0.62 0.66
att-RNN [13] 0.66 0.68 0.65
MVAE [15] 0.75 0.76 0.73

Spotfake [26] 0.77 0.70 0.82
Proposed Method 0.82 0.80 0.85

dropout-based regularization is employed, which randomly chooses a percent-
age κ of hidden units during the updating step. A scaled version of the learned
weight (wtsc = κ · wt) without applying the dropout, is used at the inference
step. The standard back propagation algorithm is employed to update FC layer
weight parameters. The activation of the last FC layer is fed into a softmax layer
to obtain the probabilistic class membership scores.

4 Experiments

In this section, we will discuss the experimental details and the performance of
the proposed method using state-of-the-art datasets.

4.1 Dataset Description

While publicly available dataset to evaluate the multimodal fake news detec-
tion techniques are relatively rare, in this paper, we use two datasets, which
are comprised of multimodal social media contents, which have been popularly
used in the research community: (1) Twitter Dataset, as part of MediaEval [4],
which was released for evaluating methods for detecting fake multimedia con-
tent in social media; (2) the large scale Fakeddit Dataset [21] that was collected
using pushshift API to capture samples from up to six different categories of
information disorder. Each sample in the Twitter dataset is represented using a
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short Twitter message along with the visual and social context information. It
has around 17, 000 unique tweets discussed on different events and the authors
provide the development/test dataset splits with no overlap of events. The devel-
opment set has 9, 000 fake news contents and 6, 000 real news contents. The test
set has 2, 000 tweets. We use the training collection to build the model and the
test collection is used for evaluation. The Fakeddit dataset has 1, 000, 000 sam-
ples from up to 6 different categories. Authors provide the ground truth labels
for binary fake/real classification as well as more fine-grained categorization of 3
and 6 classes, respectively. While several metadata attributes are also available,
which includes up- and down-votes of postings, the number of comments, up-
and down-vote score for each comment, to ensure generalization across different
data platforms, the proposed method in this work uses only the post content
(text and visual) to analyze its veracity. For our experiments we adopt a similar
pre-processing technique as in [21] to remove samples which may not have pro-
vided information using both modes ( text and image) and use the remaining
560, 622 samples for training, 58, 972 for validation, and 58, 954 of the Faked-
dit dataset for testing. Each subreddit is labeled with one 2-way, 3-way, and
6-way label. This helps in both high-level and fine-grained fake news classifica-
tion tasks. The 2-way classification determines whether a sample is fake or true.
The 3-way classification determines whether a sample is completely true, the
sample is fake and contains text that is true (i.e. direct quotes from propaganda
posters), or the sample is fake with false text. The 6-way classification labels are
: True, Satire/Parody, Misleading Content, Imposter Content, False Content,
and Manipulated Content.

4.2 Implementation Details

For each sample, the text component and their respective images are pre-processed
to ensure a uniform size specification. For the text mode, the input length is fixed
as 20 tokens, which was decided based on the average length of the text data
components in both the datasets. For the image mode, all the images are resized
to 224× 224× 3. Each image is split into 16× 16 blocks (i.e. B = 16) and we set
L = 15. We have chosen M = 2 layers in Attention Aware Image Description
module FSA

v , the Attention Aware Text Description module FSA
t , and also in

Multimodal Feature Representation with Attention Aware Fusion module FCA.
The final Fake News Classifier is trained with Adam optimizer(LR =10−5) [17]
and batch size 128. At the initialization stage of multimodal co-training, both
g1 (and g2) are initialized independently by identifying the Pj

1 (and Pj
2) and N j

1

(and N j
2 ) using the existing zj1 (and zj2). Then during alteration, each model (g1

and g2) is trained for 50 epochs using the positive sets from the other view. For
optimization, we use Adam with 10−3 learning rate and 10−5 weight decay. For
the visual data augmentation to build Avis, we apply nine crops (center crop plus
four corners, with horizontal flipping)) to the visual component of each sample.
For the text data augmentation to build Atext, we apply 2 Synonym Replace-
ments, 2 Random Insertions, 2 Random Deletions, and 3 Random Swaps to the
text component of each sample.



Title Suppressed Due to Excessive Length 11

Table 2. Results in Fakeddit Dataset [21]

Method 2-way 3-way 6-way
Validation
Accuracy

Test
Accuracy

Validation
Accuracy

Test
Accuracy

Validation
Accuracy

Test
Accuracy

Text-mode
Classifier [21]

0.87 0.86 0.86 0.86 0.76 0.77

Image-mode
Classifier [21]

0.74 0.74 0.73 0.73 0.64 0.65

Multimode
Classifier [21]

0.87 0.87 0.84 0.84 0.81 0.82

Text-mode
Classifier [18]

0.88 0.88 - - - -

Image-mode (Inception V3)
Classifier [18]

0.81 0.82 - - - -

Multimode
Classifier [18]

0.91 0.91 - - - -

Proposed Method
(Text mode)

0.92 0.91 0.87 0.85 0.81 0.80

Proposed Method
(Image mode)

0.78 0.76 0.75 0.74 0.69 0.68

Proposed Multimode
Classifier

0.94 0.93 0.90 0.89 0.85 0.85

4.3 Results

Table 4 compares the performance of the proposed method against several state-
of-the-art algorithms in Twitter dataset using Accuracy, Precision, Recall, and
F1 scores (harmonic mean of Precision and Recall). While the proposed multi-
modal approach demonstrates a significantly improved performance compared
to the existing methods in the uni-mode environment, visual feature reports a
more reliable performance compared to its text-based counterpart. For the Vi-
sual mode classifier, we use the attention aware image representation technique
described in section 3.1 and derive a uni-mode implementation of a supervised
contrastive loss based learning. More specifically, in the uni-mode environment,
the positive set (Eqn 4) is identified by the existing function g1 (instead of g2

in the multimodal environment) for computing the loss value (Eqn 3). For the
text-based classifier also, we adopt a similar approach and leverage the positive
set (Eqn 6)identified by the existing function g2 for computing the loss value
(Eqn 5).

The proposed method is also compared against several state-of-the-art meth-
ods including Visual Question Answering (VQA) [2], Neural Talk [28], Event
Adversarial Neural Network (EANN) [30] att-RNN [13] and Multimodal Vari-
ational Autoencoder (MVAE) [15]. To ensure a fair comparison, we adopt the
approach followed by Khatar et al. [15] and build similar architectures for Visual
Question Answering (VQA) [2], Neural Talk [28]. The table compares the perfor-
mance with their two mode frameworks, which do not utilize the social context
information. We note that among the other multimodal models, while Spotfake
and MVAE show improved performance, att-RNN reports better performance
compared to EANN specifically in detecting the real-news sub-collection and
thereby demonstrates effectiveness of attention mechanism. As observed in the
table, by a hierarchical analysis of the local semantics within/across different
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modes and a novel co-training mechanism leveraging the supervised contrastive
loss in a multimodal environment, the proposed method shows a significantly
better performance compared to MVAE by reporting around 6% improvement
in accuracy and 9% improvement in F1-score.

The performance of the proposed method using Fakeddit dataset [21] is de-
tailed in Table 2, where the evaluation is performed in multiple steps and the
results are reported in both uni-mode and multimode environments. Armin et
al. [18] report the performance only using the 2-way annotations of the dataset.
As mentioned by the authors of [18], different visual encoders (including VGG-
19) were evaluated and Inception-v3 provided the best results for their frame-
work. Therefore, Armin et al. [18] report their best performance using Inception-
v3. While leveraging a more discriminative encoder may be a tool for improving
the performance for any methods including ours, the objective in this work was
to analyze the effectiveness of the proposed multimodal analytical framework,
without relying on any specific encoder to boost up the performance. VGG-19
is one of the most popular visual encoders employed by different models de-
veloped for this problem scenario, we have used it in our work. By comparing
Row 3 with 4, Row 6 with 7, and Row 9 with 10 of Table 2, we observe that
the text-mode representation of the news content is most effective in isolation.
Also, the uni-mode classifiers (both text and visual) designed in this work, sig-
nificantly outperform their respective configurations reported by [21] and [18].
Finally the performance of the proposed multimodal classifier that leverages self-
and cross-modal attentions at multiple layers of details and learns a discrimina-
tive joint representation via multimodal co-training, demonstrates a significant
promise in improving the overall identification performance. By observing the
accuracy scores reported in Row 11 and comparing them against its correspond-
ing baselines in Row 5 and 8, we find that the proposed method achieves 2− 5%
improvements in accuracy score across various testing environments (2-, 3-, and
6-way). In fact, in the more complex 3- and 6-way problem settings, the proposed
method enhances the performance by respectively reporting a more reliable 89%
(compared to 84% as reported by [21]) and 85% (compared to 82% as reported
by [21]) accuracy scores in the test subcollections. This analysis thus clearly
proves beneficial and highlights the intrinsic multimodal nature of the problem
setting. Some example results are shown in Figure 3.

5 Conclusion

In this paper we propose a novel multimodal fake-news identification model.
To capture a detailed relationship across multiple visual regions and also their
correlation with the text component of the input news content, its image compo-
nent is represented using a set of features describing its potential object regions
and its text component as a sequence of words. A pair of mode-specific indepen-
dent branches of self-attention layers, followed by an attention aware cross-model
fusion module learns an initial joint representation by specifically highlighting
the correlation between each word and each image region. The proposed mul-
timodal co-training scheme employs an effective formulation of the supervised
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contrastive loss based optimization process, which utilizes the complementary
category relevant information from different mode-specific data representations
to derive an enhanced joint descriptor with improved discriminative capacity.
Experiments were performed on two large scale public datasets witth news arti-
cles with varied characteristics. The consistently improved performances across
various experiment settings clearly demonstrate the feasibility of our approach
over existing methods. In future we would also like to leverage the access to other
metadata (e.g. publishing resource, pattern of responses from viewers, which may
be beneficial to evaluate the veracity of content more accurately.
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