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Abstract. Brain tumor is an acute cancerous disease that results from abnormal and 
uncontrollable cell  division. Brain tumors are classified by biopsy, which is not usually 
performed before final surgery of  the brain. Recent advances and improvements in 
technology in deep learning have helped the health industry in medical imaging for the 
medical diagnosis of many diseases. A deep learning algorithm  that has yielded 
substantial results in image segmentation and classification is the Convolutional  Neural 
Network (CNN). Similarly, in our paper, we introduce the convolutional neural network 
(CNN)  approach along with Image Processing to categorize brain MRI scan images into 
four classes which are  glioma tumor, meningioma tumor, pituitary tumor and normal 
patients. Using the transfer learning  approach and a CNN based model from scratch we 
compared the performance of our scratched  CNN model with pre-trained 
inceptionresnetv2, inceptionv3 models. The experiment is tested on a brain tumor MRI 
dataset which contains (826) MRI images for glioma tumor patients, (822) MRI  images 
for meningioma tumor patients, (827) MRI images for pituitary tumor patients and (835) 
MRI  images for normal persons. but the experimental result shows that our model 
accuracy result is very  effective and have very low complexity rate by achieving 93.15% 
accuracy for the transfer learning model, while inceptionresnetv2  achieved 86.80%, 
inceptionv3 achieved 85.34% and BRAIN-TUMOR-net based CNN achieved 91.24%  
accuracy. Our model requires very less computational power and has much better 
accuracy results as compared to other pre-trained models. 

 

1. Introduction 
 
Brain tumor means the proliferation of abnormal cells in brain tissue [7]. It is a collection, or mass, of 
abnormal cells in your brain. Your skull, which encloses your brain, is very rigid. Any growth inside 

 
2 Mohamed R. Elshamy 
 
 
 
  







 
 
 
 
 
 

lesion detection of medical data. The medical image obtained from medical imaging 
techniques such as magnetic resonance imaging, X-ray images and CT images. (MRI), 
computed tomography (CT) and X-ray can be analyzed with the help of machine learning 
models [20–24] and deep learning models. In this paper, different deep learning models for 
diagnosing tumor patients based on classifying MRI images to normal, glioma tumor, 
meningioma tumor or pituitary tumor classes is introduced. The block diagram of the 
proposed method for the detection of brain tumor is presented in Fig 3. 
 

 
Figure 3: The block diagram of the proposed method for the detection of brain tumor. 

 
Generally, a CNN model consists of many layers which are [23, 24, 25, 26 and 27]: input layer, 
convolutional layers, pooling layers, full-connection layers, and output layer. The proposed 
BRAIN-TUMOR-net CNN model has the following architecture:  

• Input layer: The inputs are MRI images with image dimension of 244×244.  

• COVN layers: It consists of three layers, convolutional layer (Conv), BN layer and 
Relu layer. Convolutional layer is used to capture the features of the entire image and 
compress it into feature maps. Thus, we perform three convolutions over the input 
images using multiple filters (8, 16, 32, 64 and 128) for the first, second, third, fourth 
and fifth Conv, respectively with fixed widow size of 3. Batch normalization layers are 
used for optimizations in order to reduce the overfitting and obtain better test accuracy. 
Where the activations of the previous layer for each batch during training is normalized. 
Relu activation functions are used to incorporate element-wise non-linearity. 

 • Pooling layer: It is used to extract the most applicable features within each feature 
map. We use the max-pooling strategy for the pooling operation. All vectors that are 
obtained from the max-pooling layer are used to obtain a fixed-length feature vector. 
The max pooling is set to 2×2 with a stride of 2.  









 
 
 
 
 
 

 

Figure 4:presents the confusion matrix and ROC curve of brain tumor types for the inceptionresnetv2 . 

 
4.2 Result for the second pretrained model (inceptionv3) 
For the first pretrained model [19] also use the same train and test ratio which are 75/25 
respectively for the same MRI image dataset reported the performance metric which are 0.8534, 
0.8534, 0.9511, 0.8512, 0.8498, 0.8036, 0.1466, 0.6091, 0.0489  for Accuracy, Sensitivity, 
Specificity, Precision, F1_score, Matthews Correlation Coefficient, Error, Kappa and False 
Positive Rate respectively. Figure 5 presents the confusion matrix and ROC curve of brain 
tumor types and normal which are glioma tumor, meningioma tumor and pituitary tumor test 
results which are trained and tested using inceptionv3 pretraind model. The model achieved a 
95% area under curve (AUC). Detection performance results with 75/25 train and test ratio for 
inceptionv3 pretrained learning model are presented in Table 2. 
 

 

Figure 5: presents the confusion matrix and ROC curve of brain tumor types for the inceptionv3. 



 
 
 
 
 
 

4.3 Result for the Third CNN Model (Transfer Learning Model) 
Figures 6 and 7 present confusion matrices and ROC curves by using the transfer learning 
model based on CNN [17] and the training progress curve respectively this classifiers give 
higher performance than other models for the same dataset where it contains (826) MRI images 
for glioma tumor patients, (822) MRI images for meningioma tumor patients, (827) MRI 
images for pituitary tumor patients and (835) MRI images for normal persons. The model has 
achieved the following performance metric, which is 0.9315, 0.9314, 0.9772, 0.9314, 0.9311, 
0.9085, 0.0685, 0.8174, and 0.0228for Accuracy, Sensitivity, Specificity, Precision, F1_score, 
Matthews Correlation Coefficient, Error, Kappa and False Positive Rate, respectively. The 
Transfer Learning Model based on CNN is the best model for brain tumor detection and 
classification. Figure 6 presents the confusion matrix and ROC curve of brain tumor types   and 
normal which are glioma tumor, meningioma tumor and pituitary tumor test results which are 
trained and tested using Transfer Learning Model. The model achieved a 98% area under curve 
(AUC). Also figure 7 presents the training progress of the transfer learning model and it 
achieved a validation accuracy of 100%. Detection performance results with 75/25 train and 
test ratio for the transfer learning model are presented in Table 2. 

    
Figure 6: presents the confusion matrix and ROC curve of brain tumor types for the transfer learning. 

 
 



 
 
 
 
 
 

    
Figure 7: presents the training progress curve of brain tumor types for the transfer learning. 

 

 
4.4 Result for the Fourth CNN Model (BRAIN-TUMOR-net Model) 
Confusion matrices, ROC and training progress curves of brain tumor types and normal which 
are glioma tumor, meningioma tumor and pituitary tumor test results by using the brain tumor 
dataset [18] are presented in figures 8 and 9 respectively. The BRAIN-TUMOR-net model has 
achieved the following performance metric, which is 0.9315, 0.9314, 0.9772, 0.9314, 0.9311, 
0.9085, 0.0685, 0.8174, and 0.0228for Accuracy, Sensitivity, Specificity, Precision, F1_score, 
Matthews Correlation Coefficient, Error, Kappa and False Positive Rate respectively. The 
model achieved a 98% area under curve (AUC). Also figure 9 presents the training progress of 
the transfer learning model and it achieved a validation accuracy of 100%. Detection 
performance results with 75/25 train and test ratio for the transfer learning model are presented 
in Table 2. 





 
 
 
 
 
 

 

4.5 Practical implementation for brain tumor detection 

In this section an experiment for showing the result of the proposed machine learning 
models in real time to make it easier for those who will use the model so that they can 
see the results of the model from anywhere or from network.  
After running the model, the model was trained on the training dataset then the model 
was tested using the test dataset and the output is connected to a hardware circuit via 
serial port to show the output of the model on LCD screen as shown in Fig. 10. 

  
Figure 10 :presents the Practical implementation for brain tumor detection 

 

5. Conclusion 
A comparison study between four CNN architecture-based models for brain tumor classification 
was presented in this study. The classification was performed using a brain tumor MRI image 
database which contains four classes three of them are brain tumor types and the remaining 
category is the normal class. also, it was not necessary to perform any preprocessing or 
segmentation of the tumors because of the benefits of using CNN model based which requires 
many less resources for both training and implementation. A comparison with the comparable 
state-of-the-art methods shows that the transfer learning model-based CNN obtained better 



 
 
 
 
 
 

results. This model achieved 93.15%, 93.14%, 97.72%, 93.14%, 93.11%, 90.85%, 0.0685, 
81.74%, and 0.0228 for Accuracy, Sensitivity, Specificity, Precision, F1_score, Matthews 
Correlation Coefficient, Error, Kappa and False Positive Rate respectively. For further work, 
we will look at other approaches to expanding the database (For example, increasing the number 
of topics) in order to improve the scalability of the network. One of the major improvements 
would be to modify the structure of the deep learning model so that it can be used during the 
brain Surgery, tumor classification and precise location. Detection of tumors in the operating 
room It must be implemented in real time and in real-world conditions; Hence, in this case, the 
improvement It also includes adapting the grid to a 3D system. By keeping the network 
architecture simple, Real-time detection may be possible. In the future, we will check our design 
performance The neural network, as well as the improved one, on other medical images.  
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