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Abstract—The outbreak of COVID-19 brought new challenges 
to learning and teaching, and MOOCs (massive open online 
courses), as online distance learning platforms, provide new 
opportunities for teaching and learning activities. However, 
student learning efficiency is difficult to ensure in distance 
learning. Researchers have studied the relationship between 
students’ grades and behaviours such as forum participation 
and video viewing; however, less research has been performed 
on students’ submission behaviours. In this paper, we investigate 
the influence of learning attitudes reflected by students’ 
submission behaviour and the trend in attitude change on 
grades. First, by studying students’ submission behaviours, we 
identify new features that affect students’ grades, such as 
students’ resubmission behaviours. Second, we define positive 
attitudinal trends that students possess through student 
behaviour studies: more adequate code, more page viewing 
actions, and more aggressive submission details performance. 
Finally, we use the selected features to predict the students’ 
performance. In the experiment, we predict student 
performance with an accuracy of 86.48%. This study will help 
teachers understand students’ attitudes based on student 
behaviours and identify students who are struggling 
academically. 

Keywords—massive open online course, learning behaviour, 
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I. INTRODUCTION 

The development of MOOCs (massive open online 
courses) supports students learning through online distance 
learning methods; however, it is difficult to ensure students’ 
learning efficiency in distance learning[1][2]. Researchers 
have studied students’ behaviours and attitudes towards online 
learning and have tried to identify students who have 
academic difficulties[3][4]. Wu[5] and Liao[6] showed that 
learners who actively participate in online discussions and 
watch instructional videos in their entirety usually have 
satisfactory grades. In contrast, students who navigate the 
course with less action, barely interact with others, and 
plagiarize assignments usually receive lower grades[7][8]. 
Previous behavioural analyses have focused on course 
activities, after-school learning, and collaboration with others, 
with less research on students’ behaviours in completing 
assignments. In this paper, we analyse students’ learning 
attitudes and identify academically challenged students based 
on their behaviours on online programming assignments. The 
contributions of this paper are as follows: first, we find that 
certain features correspond to students’ positive learning 
attitudes and significantly affect their performance. Second, 
we also introduce a period series to analyse the behavioural 

attitude trends of different students over different teaching 
weeks. Finally, we achieve an accuracy of 86.48% in 
predicting students’ academic performance with the extracted 
features.  

The article will be described in the following six sections. 
Section I introduces the research background of this study. 
Section II summarizes the findings of previous studies. 
Section III presents the research questions. Section IV 
discusses the data selection and the experimental method. 
Section V presents the analysis of the results of the research 
problem. Section VI is the conclusion. 

II. RELATED WORKS 

A. Students’ behaviours in MOOCs 

Researchers have conducted many studies on student 
behaviours in MOOCs. Liao[6] found that the main factors 
influencing the type of learners in a study of four courses on 
MOOCs were video viewing completion and complete 
sequences of different activities. Students with high grades 
typically had higher video completion and fewer completion 
sequences. Zhao[9] classified students into three categories of 
low, medium, and high well-being and clarified that students 
with high well-being prefer to explore courses by themselves 
rather than study for grades, thus achieving better grades in 
their studies. Researchers have also investigated the 
relationship between learning behaviours and learning 
attitudes. Chen[10] indicated that positive learning attitudes 
were effective in improving academic performance, which 
included actively engaging in course navigation as well as 
forum interaction behaviours. Onah[11] investigated the effect 
of learning attitudes on achievement in blended learning and 
showed that high-achieving groups of students are highly 
motivated, so they can effectively regulate their self-learning 
skills and improve their understanding through continuous 
postclass communication and group discussions. 

B. Prediction 

Regrading the selection of algorithms for achievement 
prediction models, researchers have studied various 
classification prediction algorithms, such as multiple 
regression models[12], neural networks[13], and decision 
tree[14], and conducted comparative analyses of model 
accuracy. Er[15] predicted the performance of 4358 learners 
by SVM and logistic regression, using the RMSE as a model 
performance assessment metric. The experimental results 
showed that SVM provided the optimal model performance, 



with an accuracy of 93%. Similarly, Huang[16] stated that if 
teachers need to predict students’ academic performance by 
multiple variables, among multiple linear regression, MLP, 
and SVM, the SVM model should be chosen because it has 
the highest PAP among these four models. Injadat[17] and 
Migueis[18] compared SVM with  ensemble learning and 
showed that ensemble learning was more accurate. Injadat[17] 
chose two-course stages of student performance, 20% and 
50%, to predict the final student performance through SVM, 
linear regression, and bagging learning methods. The 
evaluation model metrics were the Gini index and p-value. 
The ensemble model was found to be more accurate in 
predicting both stages than any of the individual algorithms. 
Migueis[18] reported that by comparing algorithms such as 
SVM, naive bayes and random forest, it was found that 
random forest could achieve an accuracy of 96.1%. However, 
naive bayes had the worst prediction. However, Chen[19] 
proposed that naive bayes performed best in predicting the 
group of at-risk students in terms of achievement. The above 
related studies reveal that the results of the prediction models 
are influenced by the selection of features, assessment metrics, 
and study context. Therefore, the creation of prediction 
models requires the selection of suitable feature variables and 
assessment indicators. In this study, accuracy and recall will 
be used as the basis for model performance assessment; four 
prediction algorithms, namely, random forest, MLP, SVM, 
and naive bayes, will be compared; and the most appropriate 
algorithm will be selected as the final achievement prediction 
model for this study. 

III. RESEARCH QUESTIONS 

QUESTION A: What behaviours of students can have an 
impact on grades? 

QUESTION B: How do student behaviours change over time? 

QUESTION C: How can student grades be predicted through 
student behaviours? 

IV. DATA AND METHOD 

A. Data 

The data for this study came from 1006 students in a C 
Programming Language course. These students came from 
more than 10 faculties, including the School of Computer 
Science, the School of Mathematics and Statistics, and the 
School of Management and Economics. The average age was 
18 years old (the youngest age was 16 years old, and the oldest 
age was 21 years old), and students were concentrated in the 
freshman year, with a male to female ratio of 10:3. 
Additionally, the data of this study were anonymized so that 
students’ personal privacy was ensured. A total of 13 
submitted features about students were extracted as the focus 
of this study, as shown in Table I. The 13 features can be 
classified into three categories: Action, Detail, and Code. 

TABLE I.  FEATURES AND THEIR EXPLANATION 

CATEGO
RY 

FEATURE EXPLANATION 

ACTION 

assign 
Number of viewing 

programming assignment 

attempt 
Number of attempts to answer 
questions before submission 

history 
Number of viewing submission 

history 

reports_best 
Number of viewing excellent 

program 

reports_detail 

Number of viewing details of 
the submitted program, 

including completion time, 
codelines and codesize, and 

result of judgement 

result 
Number of viewing 
programming results 

submit 
Number of viewing code 

submission 

user report 

Number of viewing submission 
reports, including the number of 
submitted programs, the number 

of passes, the number of 
successful compilation and so 

on 

DETAIL 

resubmitcountafterAC 
(resubmit) 

Number of times the student 
resubmitted after “Accept” 

submit_avg_time 
(avg_time) 

Average time for students to 
submit assignments 

submit_rank  
(rank) 

Average submission ranking of 
students 

CODE 

sum_codesize 
(codesize) 

Total code size submitted by 
students 

sum_codelines 
(codelines) 

Total code lines submitted by 
students 

 Action refers to the eight submission — related 

behaviours in the submission log（assign, attempt, history, 

reports_best, reports_detail, result, submit, user_report）. The 

total number of students in each group is labelled as 
𝐿𝑎𝑏𝑙𝑒𝑈𝑠𝑒𝑟[𝑗𝑢], and the total number of actions is labelled as 
𝐿𝑎𝑏𝑙𝑒𝐴𝑐𝑡𝑖𝑜𝑛[𝑗𝑎] . The average number of behaviours of 
students in each group is calculated by equation (1). It can 
provide data support for the subsequent establishment of an 
analysis model. 

𝑀𝑎𝑐𝑡𝑖𝑜𝑛 = 𝐿𝑎𝑏𝑙𝑒𝑈𝑠𝑒𝑟[𝑗𝑢] 𝐿𝑎𝑏𝑙𝑒𝐴𝑐𝑡𝑖𝑜𝑛[𝑗𝑎]⁄     (1) 

Detail refers to the behaviours of students at the time of 
submission, which is more like the unconscious behaviours of 
students. Submit_avg_time indicates the average completion 
time of students in a certain programming topic; this feature 
can reflect the seriousness of students regarding the 
completion of the assignment. submit_rank represents the 
submission rank of students. By extracting the earliest 
submission record of students for each programming topic, we 
can determine the submission rank of students in a certain 
programming topic, which can reflect their active submission 
behaviour. resubmitcountafterAC represents students’ 
resubmission behaviour after “Accept”. There are 8 types of 
submission results for programming questions, including 
AC(Accept), WA (Wrong Answer), and CE (Compile Error). 
However, only when the submission judge result is AC is the 
programming topic passed. We look up the submission 
sequence corresponding to the submission time when the 
student passed the program and compare it with the total 
number of submissions of the student to determine whether 
the student has the behaviour of resubmitting after AC.  

Code refers to the total amount of code submitted by the 
student when the first judge result of the programming 
assignment is AC. 𝐶𝑠𝑖𝑧𝑒  is defined as the total code size 
submitted by students, 𝐶𝑙𝑖𝑛𝑒   is defined as the total number of 
lines of code submitted by students, 𝑈𝑋(1 ≤ 𝑥 ≤ 1006)  is 



defined as the number of students, and 𝑃𝑦(1 ≤ 𝑦 ≤ 72)  is 

defined as the number of programs. An analytical model is 
constructed by calculating the average code size and the 
average number of code lines for students in each grade band 
to explore the correlation between the amount of code and 
grades. 

�̅�𝑠𝑖𝑧𝑒 =
1

𝑈𝑋
∑ (𝐶𝑠𝑖𝑧𝑒𝑈𝑥𝑃𝑦)
𝑛

𝑥=1，𝑦=1
            (2) 

�̅�𝑙𝑖𝑛𝑒 =
1

𝑈𝑋
∑ (𝐶𝑙𝑖𝑛𝑒𝑈𝑥𝑃𝑦)
𝑛
𝑥=1，𝑦=1

            (3) 

B. Method 

1) METHOD OF QUESTION A 

 Students’ different behaviours will affect their 
performance. In this part, features extracted from the data 
processing part are used to establish the RFECV feature 
selection model based on random forest. After the fitting of 
random forest feature attributes, feature attributes are divided 
according to the importance degree, and the weight value will 
be given. The weight value represents the influence of each 
attribute on the label attribute. The larger the weight value is, 
the greater the influence is, and the smaller the weight value 
is, the smaller the influence is. Therefore, the weight value 
also represents the importance of each attribute to the accuracy 
of prediction. As shown in formula (4), 𝑊𝑒𝑖𝑔ℎ𝑡𝑖  is the weight 

of the 𝑖𝑡ℎfeatures and sum of all features’ weight adds up to 
1[23]. In addition, this study establishes the correlation 
between 13 features and students’ grades and explore the 
behavioural differences of students with different grades. 

∑ 𝑊𝑒𝑖𝑔ℎ𝑡𝑖 = 1𝑛
𝑖=1             (4) 

 According to the influence of students’ behaviour on 
performance, we define the behaviour that has a positive 
impact on performance as a positive learning attitude, and the 
behaviour that has a negative impact on performance as a 
negative learning attitude. Positive learning attitudes include: 
more adequate code and more page viewing actions, such as 
reviewing past assignments, and reviewing excellent 
programming programs; more aggressive submission 
behaviour, such as earlier assignment submission, repeated 
submission after “Accept”. 

2) METHOD OF QUESTION B 

The change trend of different students’ behaviour is 
different. We can distinguish students with different grades 
through the change trend of behaviour. The opening time of 
programming questions is mainly from week 4 to week 19 of 
the teaching week. The average number of repeat submitters 
in the 16 teaching weeks for groups of students with grades 
below 50 and above 80 is calculated. The learning attitudes 
of students in different grade groups throughout the semester 
are judged. Through the comparative analysis of the average 
number of students resubmitting in 16 teaching weeks, the 
influence of students’ attitude change trend on their grades is 
explored. 

3) METHOD OF QUESTION C 

In this part, four models, naive bayes[20], MLP[21], 
SVM[22], and random forest[23], are developed to predict 
students’ performance by extracting 13 behavioural features 
of students. The final results are compared and studied to find 
the most appropriate model for predicting performance. Since 
the median value of the student score band is 82, a score of 

80 can minimize the difference in data volume between the 
left and right sides in data splitting. Moreover, this study also 
trichotomizes the data by 75 and 90 grades to further explore 
the impact of student behaviour on student performance. The 
prediction performance is judged by the following metrics: 
accuracy and recall. Accuracy represents the accuracy of the 
model, and recall represents the percentage of records with 
positive predictions that are correct. 

V. RESULTS 

A. Results of question A:  

As shown in Fig. 1, we find that each feature has different 
feature importance in ranking on grades using RFECV feature 
selection on 13 features. Of the 13 features that had the most 
impact on performance, submit_rank (rank) scores 12%. The 
effect of user_report on performance is only 0.3%. 

 

Fig. 1 Comparison of the effects of each feature 

 Then, we analyse the features by categories. Fig. 2 shows 
that students’ performance is positively correlated with the 
average number of actions among the 8 behaviours involved. 
Especially in the behaviour of reports_best (Fig. 3), the 
frequency of this behaviour tends to be 0 for students with 
grades below 20. Therefore, it is clear that students who have 
higher grades pay more attention to their past assignment 
performance and have more interest in viewing the excellent 
program examples, which indicates a positive attitude towards 
the course.  

 

Fig. 2 Relationship between action and grade (8 actions) 



 

Fig. 3 Relationship between report_best times and report_detail times and 
grade 

As shown in Figs. 4, 5, and 6, the number of resubmissions 
and the average submission time are positively correlated with 
the student’s grades; that is, students with higher grades are 
more willing to submit repeatedly and spend more time 
studying the problems, thus demonstrating their desire to 
explore. From the submission ranking, grades and the 
submission ranking show an inverse trend, indicating that 
students with higher grades prefer to submit programming 
assignments earlier rather than submit the work in a hurry 
before the deadline. The earlier submission means that 
students have more time to prepare, and the rest of the time 
could be used to find new solutions or preview the new 
curriculum, also illustrating how students attach importance to 
assignments. 

 

Fig. 4 Relationship between resubmit and grade 

 

Fig. 5 Relationship between average time and grade 

 

Fig. 6 Relationship between submission rank and grade 

In the analysis of the Code class, we select 66,000 code 
records of students passing the first time from 191,180 student 
submission records to analyse the difference in the amount of 
code in different grades. As shown in Fig. 7, codelines and 
codesize are positively correlated with grades as grades 
increase gradually. This means that students with higher 
grades submit more code. To some extent, the amount of code 
reflects students’ understanding of the programming courses. 
Although brief codes are more efficient and take less time, 
they are more demanding for students’ logical capabilities. 
However, most of the students choosing this course are 
freshmen and do not know much about programming before 
having this course. Therefore, a larger amount of code could 
enhance the readability of code and thus help them establish 
better logic of programming. 

 

Fig. 7 Relationship between code (size & lines) and grade 

 Through the above analysis, students’ learning attitude can 
be judged according to the three types of behaviours: Action, 
Detail and Code. Positive learning attitude includes: 1) More 
viewing actions (assign, attempt, history, reports_best, 
reports_detail, result, submit, user_report); 2) More 
aggressive submission details, including earlier submission of 
assignment and more repeated submission behaviour after 
“Accept”; 3) More accurate code, including more codelines 
and codesize. 

B. Results of question B: 

Through the analysis of the two trend axes (Fig. 8), it can 
be seen that the number of repeat submissions of students with 
more than 80 points fluctuates with the change in teaching 
week; however, it basically tends to be stable. For the group 
of students with grades below 50, the number of students who 
choose to submit repeated that decreases with time, and the 
whole curve shows a downwards trend. Therefore, for the 
group of students with high grades, their learning attitudes will 
not change greatly with time. However, for the group of 
students with low grades, their learning attitudes will 
gradually become less positive over time.  

 

Fig. 8 Relationship between number of re-submitters and teaching week 



C. Results of question C: 

 We use relevant features to predict students’ performance 
through relevant methods of machine learning. Through the 
analysis and comparison of the four algorithms in Table II, it 
is found that the accuracy and recall of random forest are 
better than those of the other algorithms. Among the binary 
classification method with 80 as the classification standard, 
the accuracy of random forest is 86.48%, and the recall of 
prediction for students with fewer than 80 points is 81.28%. 
For students above 80 points, the prediction recall is 90.79%. 
For the three-way classification, although random forest has a 
higher accuracy of 74.06%, its performance is unsatisfactory 
compared with that of the binary classification method. In the 
three-way classification, the number of students is divided into 
three equal quantity according to the grades of 0-75,75-90 and 
90-100, which can ensure the balance of data quantity, 
nevertheless, because the average behaviour times of students 
with scores of 75-90 and 90-100 are not much different, the 
learning effect of the model is not ideal and the accuracy is not 
satisfied. Moreover, this part also introduced the five-fold 
cross validation model to verify and analyse the accuracy of 
the model, and the result indicated that the accuracy of random 
forest was the highest, reaching 80.00% +/- 8.66%. 

TABLE II.  Binary Classification 

Binary Classification 

Classification Accuracy Recall 
Cross 

Validati
on 

SVM 
below 80 

78.23% 
75.77% 77.13% 

+/- 
3.13% above 80 80.25% 

Naive Bayes 
below 80 

75.55% 
77.97% 74.84% 

+/- 
5.11% above 80 73.55% 

Random 
forest 

below 80 
86.48% 

81.28% 80.00% 
+/- 

8.66% above 80 90.79% 

MLP 
below 80 

76.64% 
83.26% 77.43% 

+/- 
4.32% above 80 71.20% 

TABLE  III. Three-way Classification 

Three-way Classification 

Classification Accuracy Recall 
Cross 

Validation 

SVM 

below 75 

60.23% 

63.11% 
60.03% 

+/- 
1.48% 

between 75 and 90 56.81% 

above 90 61.59% 

Naive 
Bayes 

below 75 

60.14% 

82.01% 
59.34% 

+/- 
5.04% 

between 75 and 90 35.48% 

above 90 68.51% 

Random 
forest 

below 75 

74.06% 

68.90% 
68.29% 

+/- 
7.05% 

between 75 and 90 82.78% 

above 90 68.17% 

MLP 

below 75 

62.62% 

73.48% 
59.44% 

+/- 
4.52% 

between 75 and 90 50.13% 

above 90 67.13% 

VI. CONCLUSION 

 This paper studies the relationship between student 
behaviour and grade on MOOC platform. By analysing the 
influence of 1006 students’ behaviour in C language 
programming on their grades, this paper identified three 
behavioural features of students with positive attitude: high 
behaviour frequency, excellent performance in assignment 
submission behaviour details, and a large number of code 
specifications submitted. In addition, the resubmission 
behaviour of students after “Accept” is analysed in the period 
dimension, and the analysis finds that for students with high 
grades, their repeated submission times did not change 
significantly over the whole semester, and their learning 
attitudes remained stable. However, for students with low 
grades, over time, their repeated submission times decreased, 
and their learning enthusiasm gradually decreased. Based on 
the above 13 students’ behavioural features, the students’ 
academic performance is predicted and analysed. The 
experimental results show that the accuracy of random forest 
is the highest, reaching 86.48%. 

 Although this paper studies the factors of programming 
assignment submission that affect students’ performance, the 
accuracy and recall of the prediction model can be further 
improved. We will study more students’ submission 
behaviours in the future, including the detailed analysis of the 
compiled codes submitted, so as to improve the prediction 
effect of the overall model. 
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