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Abstract. Lower back and neck pain are common musculoskeletal disorders 

(MSDs) among dentists and dentistry students. Increased awareness of 

ergonomics during job tasks could help to reduce MSDs. Virtual reality (VR) 

enhanced dentistry training programs are gaining popularity in academia. 

Quantifying inverse kinematics (IK) using VR manikins that mimic a user’s 

body can inform ergonomic risk evaluations. We calibrated and investigated 

one of the IK manikins' accuracy compared to motion capture (MoCap) using a 

novel method. We show that posture estimation using VR is accurate to less 

than 10 degrees in 81% of the seated pick and place tasks for the neck and trunk 

angles. These results suggest that an accurate estimation of posture in VR is 

achievable to inform real-time postural feedback. This postural feedback can be 

integrated into VR enhanced training for dental students to help reinforce 

ergonomic posture and safer movements. 
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1 Introduction: 

Musculoskeletal disorders (MSDs) negatively affect dentists worldwide and are even 

reported among dental students [1, 2]. The most prevalent regions for pain in dentists 

and dental students are the neck (19.8–85%) and back (36.3–60.1%) [2]. Awkward 

static postures and poor workplace practices are two main risk factors in developing 

MSDs in dentistry [2]. One strategy to reduce low back pain (LBP) and neck pain 

(NP) in dentistry students is providing just-in-time intervention (JITI) to reinforce 

proper ergonomic posture while learning a new skill. One crucial factor in helping 

people maintain a proper ergonomic posture and prevent MSDs is incorporating ergo-

nomic principles into job training from the first day. Ergonomics training at the work-

place shows higher behavioral translation levels and has lower musculoskeletal risk in 

an office environment [3]. Therefore, ergonomics training plays a critical role in pre-

venting the risk for LBP and NP, and needs to be incorporated into dentistry curricula 

from the very beginning with the help of new technologies.  
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Virtual Reality (VR) is emerging as a new tool to train and educate workers and 

students across many disciplines [4]. VR training aims to create realistic and safe 

workplace experiences that allow users to learn how to avoid risks and apply ergo-

nomics while working in demanding environments [5-7]. VR simulation and training 

have become a popular pre-clinical training tool in dentistry schools worldwide, and 

the results have been promising [8, 9]. Such training helps students develop their 

technical skills without the expenses and risks associated with dental models or pa-

tients.  

VR systems are capable of solving for inverse kinematics (IK) using tracking data. 

Head-Mounted Displays (HMD), controllers, and Vive Trackers provide accurate 

position, orientation data, and latency are well within the margins of error compared 

to the data obtained from Mocap [10, 11]. The position and orientation data allow for 

developing a manikin inside VR by solving the IK to represent the user’s movement 

and posture [12-14]. While increasing the number of trackers can improve the IK’s 

accuracy, it will decrease user comfort and increase setup time and cost. Multiple 

groups have proposed IK manikins within VR [12-14], but the model's accuracy has 

only been validated qualitatively through questionnaires [12, 13] or by comparing the 

position and orientation of the end effector, not the joint angles [13]. To date, no 

methods have been proposed to validate these IK manikins quantitively using joint 

kinematics. Validation is critical to the further development and implementation of 

postural estimation in VR for ergonomics training.  

Although MoCap systems can provide us with the most accurate kinematic track-

ing, its applications are mostly limited to research environments. In contrast, VR sys-

tems are not as accurate as MoCap but can solve for IK outside of research environ-

ments without the complexity and cost. This study aims to evaluate the IK manikin’s 

accuracy in estimating the user's neck and trunk posture during sitting tasks. We pro-

pose a novel method to quantitively measure the error in the estimated joint angles 

compared to a motion capture system (gold standard). Accurate posture estimation in 

VR would allow integrating postural feedback and ergonomics to VR training among 

dentistry students to encourage ergonomic behavior and identify hazardous move-

ments.  

2 Methods: 

Participants were recruited under the University of Utah Internal Review Board (IRB: 

126927) protocol without any exclusion criteria.  

2.1 Test procedure: 

Participants were instrumented with 29 retroreflective MoCap markers to track the 

head, trunk, pelvis, and arms (Vicon, Nexus). Participants were also fitted with a 

Valve Index Head Mounted Display (HMD), two Valve Index controllers, three HTC 

VIVE Trackers, placed on the lumbar spine (hip), and both feet (Fig. 2). IK manikin 

using Final IK (ROOTMOTION) asset was used in Unity to mimic the participant 
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Fig. 1: Table dimensions in 

the setup. 

 

 

posture. Virtual markers on the IK manikin modeled the MoCap markers on the IK 

manikin. The IK manikin size was uniformly calibrated based on a participant’s stat-

ure. Then the participant was asked to sit on the stool and 

look forward. The orientation of the head was corrected 

in this position. After that, the participant was asked to 

start neck flexion to adjust the hip tracker’s position on 

the IK manikin. This adjustment was performed to 

achieve straight back on the IK manikin when they 

looked straight, and the hip was not lifted when they 

performed neck sagittal flexion visually.  

  

After calibration, participants were instructed to pick 

up a virtual box (10x10x10cm) from a shelf (h=150cm), 

and reach over a trapezoidal desk, Fig. 1, to place the box 

in one of three holes (right, middle, and left). Participants 

were instructed to only use their right hand. This task was 

repeated 15 times for each hole. This protocol was select-

ed to maximize the range of motion (ROM) in the lower 

back and neck. 

 
Fig. 2: Experimental setup. The upper body markerset was placed on the participant, and the same 

markerset was applied to the manikin in VR. Marker data from both the motion capture system 

and VR were imported to V3D to calculate the trunk and neck angles. 
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2.2 Data analysis:  

Virtual marker data were converted to text files, mimicking MoCap file extension. 

The VR coordinate system was aligned with the MoCap’s coordinate system, and the 

data were exported to Visual 3D (V3D) for kinematic analysis. A V3D model was 

created based on the markerset to calculate the neck and trunk angles. The same mod-

el was applied separately to both the virtual markers and MoCap markers for each 

participant. The trunk angles were calculated with respect to the lab coordinate sys-

tem, and neck angles were calculated with respect to the trunk. “Pick” and “Place” 

events were defined for each trial based on markers’ position. Pick event was the 

moment the subject grabbed a new box and was defined as 90% of the maximum 

height of the right finger marker. Place event was the moment the subject placed the 

box in the designated hole, and was defined as the minimum height of the right finger 

marker. All trials were normalized from Pick to Place from 0 to 100%. MATLAB 

2020a (MathWorks, Natick, MA, USA) software was used for statistical analysis and 

plots. 

2.3 Statistics: 

Cross-correlation (Corr) and root mean square error (RMSE) were calculated on the 

normalized trials from Pick to Place, comparing the virtual markers (IK manikin) to 

the MoCap calculated angles. The trials were divided based on whether the box was 

placed in the right, middle, or left holes. Linear mixed models were used to estimate 

angles for neck and trunk at Pick and Place for each trial by assigning the source of 

the data, VR and Mocap, as the fixed factor and participant as the random factor.   

Results: 

Six participants, four females and two males (age 24.9±3.2 y.o (mean±Std.), height 

175.2±8.2cm, and weight 73.1±7.2kg) were tested. The neck and trunk maximum 

ROM, across all trials, were 45 and 54 degrees in sagittal flexion, 34 and 89 degrees 

in lateral flexion, and 46 and 90 for axial rotation, respectively. The IK manikin close-

ly followed the movement trajectory of the participant in all the trials, Fig. 3. The 

mean(Std.) cross-correlation coefficient and the respective RMSE of all trials are 

reported in Table 1. The cross-correlation reported for the neck and trunk were higher 

than 0.88, and the mean RMSE was within 11.8 degrees in all pains of motion. The 

neck and trunk angles at Pick and Place for the right, middle, and left trials are report- 

 

Table 1: Average of Cross-Correlation (Corr) and root mean square error (RMSE) values in de-

grees for the neck and trunk angles. 

  Sagittal Extension  Lateral Flexion  Axial Rotation  

 Corr  RMSE  Corr  RMSE  Corr  RMSE  

Neck .90(.19) 6.7(3.9) .91(.19) 6.6(5.1) .93(.12) 11.8(10.7) 

Trunk .99(.03) 9.3(3.5) .89(.25) 4.6(3.3) .88(.20) 9.9(5.7) 
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ed in Table 2. The VR system estimated the angles within 5 degrees of error in 17 out 

of 36 reported events. The mentioned errors were within 5 to 10 degrees in 12 out of 

36 reported events and greater than 10 degrees in just 7 events. 

 

 

 

 
Fig. 3: The mean and Std. of neck and trunk angles from Pick to Place for the left trials. 

 

  

 

 

Table 2: Neck and trunk angles (mean(SE)) measured with the VR system vs. MoCap (ground 

truth). The sagittal extension, lateral flexion and axial rotation are reported at the time of Pick and 

Place for the right, middle and left trials.  

 
    Sagittal Ext.  Lateral Flex.  Axial Rot.  

   Pick  Place  Pick  Place  Pick  Place   

        

R
ig

h
t Neck 

VR -7.6(2.9) -34.3(3.1)  1.6(1.7)  18.0(1.6) -15.8(2.5) -26.0(1.9) 

MoCap -3.8(0.8) -23.8(0.7)  4.0(0.5)  19.3(0.6) -20.6(0.7) -29.1(0.7) 
        

Trunk 
VR -1.1(0.7) -26.1(1.8) -2.6(0.8)  23.5(1.7) -7.3(2.1) -14.8(1.1) 

MoCap -6.6(0.5) -34.9(0.5) -1.9(0.3)  31.6(0.4) -3.5(0.4) -18.2(0.6) 
         

M
id

d
le

 

Neck 
VR -6.0(3.7) -37.0(2.7) -2.0(1.4) -10.5(1.3) -9.3(1.3)  5.0(1.9) 

MoCap -4.0(0.8) -30.8(0.6)  0.9(0.5) -1.9(0.5) -16.2(0.6) -5.7(0.5) 
        

Trunk 
VR -0.7(0.9) -37.9(3.0) -3.5(0.6) -3.4(0.9) -5.3(1.6) -1.7(1.6) 

MoCap -6.2(0.5) -49.3(0.7) -2.5(0.2) -1.6(0.6) -0.7(0.4) 7.9(0.6) 
         

L
ef

t Neck 
VR -6.6(3.4) -25.3(1.5) -4.2(1.2) -25.3(3.1) -11.5(2.6)  31.1(2.0) 

MoCap -4.0(0.8) -26.5(0.8) -1.0(0.6) -17.3(1.7) -17.7(1.9)  14.7(2.3) 
        

Trunk 
VR  0.9(1.3) -29.5(1.9) -4.2(1.1) -23.4(1.7) -1.2(1.4) 16.2(2.5) 

MoCap -5.2(0.4) -40.6(0.8) -3.2(0.3) -30.1(0.9)  4.7(0.5) 38.5(0.6) 

Errors < 5 degrees 

5 < Error < 10 degrees 

Error > 10 degrees 
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3 Discussion:  

We tested the accuracy of the IK manikin quantitatively using a novel method through 

V3D for estimating the neck and trunk angles in a sitting task. The IK manikin esti-

mated the neck and trunk angles within 10 degrees of error in 81% of the measured 

events across different tasks. It has been reported [15] that human error in ergonomic 

assessments, such as rapid upper limb assessment (RULA), was within 10 degrees for 

neck and trunk angles; therefore, the reported IK manikin accuracy is within an ac-

ceptable range to be used for ergonomic assessments. The IK manikin could be inte-

grated into dental VR training and warn the trainee if they do not maintain an ergo-

nomic posture.   

The accuracy of the estimated posture was variable based on the event. At the 

Place event, in trials where the errors were greater than 5 degrees, the neck angles 

were overestimated in the IK manikin to compensate for trunk rotation underestima-

tion. The motion of reaching over a table and placing the box required rotations in 

both the thoracic and lumbar spine. This study only used one tracker on the lower 

back to minimize the complexity and cost (the feet trackers were not used during the 

sitting tasks). Since we did not have a tracker at the thoracic level, the rotation at this 

level was not captured by the IK manikin. As a result, the IK manikin compensated 

for that rotation by overestimating the neck angle. This compensation was most no-

ticeable for trials where the block was placed in the middle and left holes. This error 

can be reduced by adding a tracker on the thoracic segment or moving the lumbar 

tracker to a higher level of the spine. Also, in many of the trials, although the IK man-

ikin closely followed the MoCap data, there was an offset between the two systems, 

which may be corrected by optimizing the virtual markers' placement on the IK mani-

kin. 

These results highlight the potential to integrate postural feedback based on ergo-

nomic principles into VR training, an essential step in preventing MSDs [6]. Integrat-

ed postural feedback can reduce the required one-on-one time between an instructor 

and user and increase training consistency, which is especially beneficial for dentistry 

curricula, demanding many hours of training. Furthermore, integrating an accurate 

full-body IK manikin allows users to have the same proprioceptive and visual feed-

back on their body positioning and posture and more immersion in VR [16], further 

reinforcing a more ergonomic posture.  

For future work, we propose improvements in the IK manikin’s marker placement. 

This improvement can be made by minimizing the relative distances between the IK 

manikin markers and a MoCap markerset after the IK manikin is calibrated. This 

refined IK manikin may be used later as a tool to validate the other IK manikins in 

VR systems.  

4 Conclusions:  

This study proposed a unique method to quantitatively test the accuracy of a VR IK 

manikin with integrated inverse kinematics based on joint angles. We created a virtual 
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markerset on the IK manikin and used it as an input to V3D to compute the neck and 

trunk angles during seated tasks representative of dental procedures. These results 

suggest that posture estimation can be integrated into VR training, and users should 

benefit from real-time feedback to reinforce ergonomic posture.  
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