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Abstract. The recognition of human activities in videos is a relevant
area of study due to its real-life applications, such as surveillance, se-
curity, healthcare, human-machine interaction, and monitoring. This re-
search compares two recognition approaches, called simple and hybrid,
using two specific data sets. The first set includes three classes: yoga, ex-
ercise, and dance; the second is a sample from the Kinetics-700 set, with
five activities, four of which are violent. Both sets present low variability
between classes and high variability within classes. To reduce compu-
tational costs, a pre-trained CNN model and simple techniques for re-
ducing computational resources are used. The hybrid approach uses an
additional model with three variants: GRU, LSTM, or BiLSTM. Even
though all the models presented similar results, the simple approach,
using a pre-trained architecture and a reconstructed top-head, proved
to be the most effective, reaching an accuracy of 94%, while the hybrid
approach using LSTM layers obtained 90%. The model demonstrated an
adequate classification of violent activities, which could serve as a basis
for developing a surveillance and security systems.

Keywords: Pretrained CNN · LSTM · GRU · BiLSTM.

1 Introduction

The field of computer vision and machine learning has made significant strides in
predicting and recognizing human actions, with applications in sectors like secu-
rity and intelligent rehabilitation. The abundance of online video data has played
a crucial role in refining video classification accuracy (14). Action recognition,
a complex process, involves two main tasks: action representation and action
classification. The former converts video input into a machine-understandable
representation, while the latter uses this representation to infer the performed
action (23). Artificial Neural Networks (ANNs) have been instrumental in rec-
ognizing complex patterns within data, contributing to the successful prediction
and classification of human activities (16; 7; 12; 15). This study uses the Tensor-
Flow library to develop ANN models for differentiating various human actions,
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considering factors like accuracy, computational cost, and classifiable activities.
Addressing video classification challenges has led to the development of scal-
able models (5; 2; 1). The research aims to evaluate two video classification
approaches based on pre-trained 2D convolutional neural network and RNN ar-
chitectures for identifying human actions in datasets with large inter-class and
small intra-class variability.

2 Related Work

Video classification, a branch of computer vision, involves devising algorithms
for the automatic categorization of videos based on visual content (8). It’s a
challenging task due to video data’s high dimensionality and temporal nature,
requiring advanced feature extraction methods and modelling of temporal dy-
namics. This field has gained interest owing to applications in video surveillance,
sports analytics, and education, among others. The actions in videos for the ma-
chines are nothing more than a set of pixels so computers; therefore the first
thing is to look for an adequate representation and then infer the action to be
performed. These two problems constructing an adequate representation of the
video as input and inferring from this representation what action it is performing
(8). The process of transforming video data into a feature-encapsulating vector
or a sequence of vectors is termed action representation (10; 9; 13). Subsequently,
action classification deals with understanding the content of the video (18; 11).
Multiple techniques, particularly in deep learning, successfully integrate these
two components. Action recognition can be broadly categorized into Shallow
Approaches, Deep Architectures as depicted in Figure 1 (8).

Fig. 1. General overview of the different human action recognition and prediction ap-
proaches.
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3 Deep Learning Approaches

Deep learning methods address limitations of traditional features, modeling com-
plex relationships and learning powerful features useful in video classification
tasks (14). 3D CNN models, despite training challenges, offer effective spatiotem-
poral feature learning and excel in action and object recognition (17; 21). Multi-
stream networks use multiple CNNs to model appearance and motion informa-
tion, integrating spatial fusion functions and residual connections to overcome
interaction deficiencies (20; 3; 4). Hybrid networks, merging CNNs and RNNs,
capture spatial, temporal, and long-range dependencies, and apply enhancements
like spatiotemporal graph convolution and attention models to further improve
learning of structural and temporal information (24; 6; 22; 19). Nonetheless,
they grapple with challenges like variations, cluttered background, camera mo-
tion, and uneven predictability.

4 Methodology

4.1 Movement Mix Dataset

Is a custom collection of high-definition TikTok and YouTube videos, with var-
ious resolutions, sizes, and a 30fps average frame rate. It features 172 train-
ing/validation and 29 test videos across three categories: dance, exercise, and
yoga. The categories span multiple styles, environments, and exercises, leading
to significant overlap and complexity in classification due to variations in body
positions.

4.2 Danger Kinetics Dataset

A subsample of the large Kinetics-700 video collection, features 650,000 clips
across 700 human action classes. It consists of YouTube videos of human-object
and human-human interactions. Five classes - Punching Bag, Punching Per-
son (boxing), Slapping, Throwing knife, and Walking through the snow - were
selected for analysis of violent activities useful for surveillance. The classes en-
compass both similar and dissimilar actions, with the last one being non-violent.

4.3 Metrics

The study evaluates video classification using Accuracy, Precision, Specificity,
and Sensitivity. Accuracy gauges overall correctness. Precision and Sensitivity
assess correct identification of positive cases, while Specificity measures correct
identification of negative cases.
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4.4 Proposed Solution

This study aims to devise an efficient video classification model, focusing on
neural network-based methods. Special emphasis is placed on minimizing com-
putational demand.

1. Utilizing pre-trained 2D CNNs on individual frames.
2. Combining pre-trained 2D CNNs with GRUs.
3. Integrating pre-trained 2D CNNs with LSTMs.
4. Employing pre-trained 2D CNNs along with BiLSTMs.

4.5 Data Preprocessing

Both datasets utilized in the proposed models underwent identical preprocessing.
A maximum of 220 frames per video was established, with each frame vectorized
and labeled. To reduce noise, the first and last ten frames were removed, the
frame rate was reduced to a third, and videos with potential mislabels or exces-
sive noise were eliminated. All videos were resized to 224x224 without cropping
and shuffled to ensure balanced distribution. The datasets were then partitioned
into training (80%) and validation sets (20%).

1. For the first dataset: 172 videos for training, divided into exercise (68), dance
(53), and yoga (52) classes, and 29 for testing, split into dance (8), exercise
(10), and yoga (11) classes.

2. For the second dataset: 250 training videos, with 50 from each class, and
approximately 65 for testing, with around 13 videos from each class.

4.6 Simple Approach

The simple approach used a two-part methodology: selection of a pre-trained con-
volutional neural network (CNN) model, and the reconfiguration of this model
to suit video classification. The pre-trained model chosen was EfficientNetB0, se-
lected for its excellent performance in various image classification tasks, and its
efficiency owing to its optimized depth, width, and resolution. EfficientNetB0’s
architecture combines convolutional layers, depthwise separable convolutions,
and squeeze-and-excitation blocks, enabling efficient feature extraction.

Top Head of Model For the simple approach, EfficientNetB0 was used for fea-
ture extraction, and a custom classifier was built as the top head of the model.
The top head consists of six layers: Global Average Pooling, Batch Normaliza-
tion, two Dropout layers, and two Dense layers. The model was trained using
both datasets with ReLU and softmax activation functions, Stochastic Gradient
Descent optimization, and a batch size of 16 for a maximum of 50 epochs. Early
stopping was implemented to prevent overfitting, and performance metrics in-
cluding accuracy, recall, precision, and specificity were used for evaluation. In
the training and validation process, the model was trained twice, once for each
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dataset, with the final dense layer’s size varying. It is important to note some
aspects of the training process, which are summarized in Table 1. The model
comprises 4,219,304 total parameters. Out of these, 167,173 are trainable, and
4,052,131 are non-trainable. These parameters represent the model’s complexity
and the amount of data required for effective training. The model’s evaluation
process involves computing the mean of the probability vectors obtained from
the trained model, owing to the use of a 2DCNN model and the aim of video
classification. Figure 2 illustrates the process, showing the main steps in model
building and the evaluation process.

Table 1. Summary of the Training and Validation Process

Aspect Details
Activation functions ReLU in the dense layer and softmax in the output layer
Dropout layers Two dropout layers with a dropout rate of 0.4
Epochs 50
Optimization algorithm Stochastic Gradient Descent (SGD) with a learning rate of 1e-4
Batch size 16
Early stopping Monitors validation accuracy with a patience of 10 epochs

Fig. 2. Pipeline of the simple approach, encompassing both the model construction
and the evaluation process.

4.7 Hybrid Approach

The hybrid approach consists of three stages. First, the pre-trained Efficient-
NetB0 model is used for feature extraction, similar to the simple method. In
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the second stage, each video is converted into a set of feature vectors repre-
senting frames. Finally, in the third stage, various Recurrent Neural Network
(RNN) models, including Gated Recurrent Units (GRUs), Long Short-Term
Memory (LSTMs), and Bidirectional LSTMs (BiLSTMs), are applied for cap-
turing temporal features. While this approach offers a richer understanding of
time-dependent patterns, it comes with a higher computational cost due to the
additional model. The preprocessing for RNN models in the hybrid approach
encompasses two primary stages. In the first stage, dimensionality reduction is
applied using a MaxPooling2D layer. The initial feature vector, extracted from
the pre-trained EfficientNetB0 model, is reduced from 7x7x1280 to 6x6x1280,
preserving essential features while decreasing data volume by approximately a
factor of 13. The second stage of preprocessing involves preparing the videos
as sequences of feature vectors. This procedure includes three primary compo-
nents: (1) a feature vector array obtained by breaking down each video, (2)
masks generated to manage sequences of varying lengths, and (3) encoded labels
corresponding to each video. This preparation process is performed individually
for each video and takes into account their varying lengths by defining a max-
imum frame limit and using masks to maintain uniform sequence lengths. The
preprocessing stage results in the generation of feature vector arrays and mask
vectors for each video, as well as the extraction of features from video frames
using the EfficientNetB0 model. Ultimately, this process aims to ensure efficient
computational processing and handle variable-length sequences in RNN models.
Upon the completion of preprocessing, the extracted video features, masks, and
encoded labels are used as inputs for RNN models such as GRU, LSTM, and
BiLSTM, which are capable of analyzing temporal dependencies between frames
for video classification. Figure 3 provides a schematic representation of the en-
tire process. The figure 4 show it the architecture of the different RNN models,
finally in the figure 5 it’s possible observe the setting of the hyper parameters
used during the training and validation process.
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Fig. 3. Pipeline of the hybrid approach.

Fig. 4. Architecture of each of the RNN models.
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Fig. 5. Configuration for each of the RNN models during the training and validation
process.

5 Summary of Experimental Analysis

The experimental analysis evaluates the effectiveness of various video classifi-
cation methods on two distinct datasets. These include the simple frame ap-
proach and three hybrid models: 2D CNN+GRU, 2D CNN+LSTM, and 2D
CNN+BiLSTM. The purpose is to identify the most suitable technique for video
classification tasks.

5.1 Simple Approach

First Dataset (Movement Mix) This dataset is well-balanced, with a similar
number of frames per class. The distribution is as follows:

Table 2. Distribution of Frames in the Movement Mix Dataset

Data Type Category Number of Frames

Training Data
Dance 7,099 frames
Exercise 6,798 frames
Yoga 7,086 frames

Testing Data
Dance 846 frames
Exercise 915 frames
Yoga 920 frames

For the performance analysis, the following aspects are evaluated:

1. Examination of training metrics.
2. Evaluation of validation metrics.
3. Investigation of the relationship between accuracy and validation accuracy

with the number of epochs.
4. Assessment of the loss function for both training and validation as a function

of the number of epochs.
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In the study, the model’s efficacy was assessed over 50 epochs using train-
ing and validation datasets. Significant enhancements in accuracy, recall, pre-
cision, and specificity were observed across epochs. Training metrics improved
as follows: accuracy (0.594 to 0.985), recall (0.362 to 0.981), precision (0.409
to 0.991), and specificity (0.725 to 0.999). Validation metrics also improved:
accuracy (0.688 to 0.984), recall (0.591 to 0.998), precision (0.721 to 0.998),
and specificity (0.971 to 0.996). The loss function consistently declined for both
datasets, with training loss decreasing from 1.292 to 0.06, and validation loss
from 0.368 to 0.02, indicating effective model performance. Refer to figure 6 for
further details. See the figure 6 for more detail. In the study, the model’s perfor-
mance was evaluated using a confusion matrix and tested from two perspectives:
frame-by-frame and considering the entire video, as illustrated in figure x. The
frame-by-frame analysis revealed an accuracy of 79.38%, with significant misclas-
sification issues in the yoga category, possibly due to similarities with exercise
postures. When entire videos were evaluated, the overall accuracy further de-
creased to 69%, with ’Exercise’ at 70%, ’Dance’ at 100%, and ’Yoga’ at 36%.
This suggests potential overfitting, as the model performed well with training
and validation data but struggled with testing data. The discrepancies may be
due to the video classification process, which averages the sum of all probability
vectors yielded by the model, potentially disregarding correctly labeled frames.
The primary issue identified was the lack of diversity in the yoga category, as
many videos were derived from a single long video, reducing source diversity.
Additionally, many videos from a single YouTube channel performing yoga and
exercise further decreased diversity, particularly for this class. These findings
underscore the critical importance of dataset diversity in such problems for im-
proving generalization and facilitating correct pattern recognition. The results
are comprehensively represented in the confusion matrices depicted in the figures
7.

Fig. 6. General results for the first dataset.
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Fig. 7. Confusion matrix’s for the fisrt dataset.

Second Dataset (Danger Kinetics) The balanced dataset consists of train-
ing and testing frames for five categories: Punching Bag (6,658 training, 966
testing), Punching Person (7,717 training, 646 testing), Slapping (5,843 train-
ing, 894 testing), Throwing Knife (7,493 training, 1,079 testing), and Walking
Through Snow (7,654 training, 865 testing). The analysis involves evaluating
training and validation metrics, assessing the evolution of accuracy and loss
function across epochs for both training and validation datasets. For the Danger
Kinetics dataset, all training and validation metrics improved over 50 epochs.
Training accuracy rose from 0.353 to 0.850, and validation accuracy from 0.642
to 0.939. Simultaneously, loss function values decreased, with training loss falling
from 1.965 to 0.408, and validation loss from 0.9394 to 0.2010. Even though these
results were slightly inferior to the ones obtained with the initial dataset, they
were more consistent, indicating no overfitting. The problems experienced with
the previous dataset seemed to stem from overfitting due to the inadequate di-
versity in the yoga class data.This suggests that the problem with the previous
dataset was rooted in overfitting, caused by the inappropriate generalization of
the yoga class data, which lacked diversity.In the figure 8 we can see the results
in the traing process and in figure 9 we can see the two confusion matrixs.
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Fig. 8. Resutls for the second dataset.

Fig. 9. Confusion matrix’s for the second dataset.

5.2 Hybrid approach

In the hybrid approach subsection, the analysis encompasses both the first and
second datasets, employing three distinct models for each dataset. The primary
focus is on the accuracy of testing, training, and validation data, with the mod-
els undergoing 100 epochs during training. Critical aspects for consideration
in the analysis include the model’s accuracy for training and validation data
across epochs, the behavior of the loss function for training and validation data
throughout epochs, and the model’s performance with test data, as assessed
through accuracy and the confusion matrix.
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First Dataset (Movement Mix ) In the "Movement Mix" dataset analysis,
the model’s performance was evaluated across three key aspects. The training
data loss decreased from 1.19 to 0.46, and validation data loss reduced from 0.95
to 0.38. Training accuracy increased from 0.32 to 0.95, and validation accuracy
rose from 0.41 to 0.97. However, the test data accuracy was only 59%. The
yoga class exhibited poor predictions, with only one video correctly predicted,
attributed to the dataset itself. This bias towards the yoga and exercise classes
prevented a fair comparison of the models. Consequently, the analysis was limited
to the hybrid approach with GRUs, and focus was shifted to the second dataset.

Second Dataset (Danger kinetics) The analysis of the second dataset, em-
ploying three different RNN models - GRU, LSTM, and BiLSTM, focused on
three key aspects: the accuracy of the models for training and validation data
across epochs, the behavior of the loss function for these data, and the perfor-
mance of the models with test data. The GRU model demonstrated a consistent
improvement in accuracy across 100 epochs, with the accuracy for training data
increasing from 23.8% to 98.9%, and for validation data from 26.2% to 83.33%.
However, the accuracy for test data was slightly lower at 87.9%. Class-specific
performance varied, with ’Punching Bag’ and ’Throwing Knife’ classes achieving
over 90% accuracy. The LSTM model outperformed the GRU model, with train-
ing data accuracy increasing from 29.5% to 99.4%, and validation data from
51.5% to 85%. The test data accuracy was higher at 90%. The LSTM model
demonstrated superior performance, particularly for the ’Slapping’ class. The
BiLSTM model, despite being the most complex, yielded the least favorable re-
sults. The accuracy for training data increased from 30.1% to 99.8%, and for
validation data from 44.3% to 88.43%. However, the test data accuracy was
lower at 86.36%. Despite this, the BiLSTM model converged the fastest, stabi-
lizing around epoch 15. The analysis also highlighted potential overfitting, as
evidenced by the difference between training and validation results. However,
the similar performance on test data suggested reasonable generalization. The
computational cost was a significant factor, with hybrid models consuming up
to 50GB of RAM and 20GB of VRAM during the data preparation and training
process. The size and diversity of the dataset were also crucial for improving
model performance. In summary, all models performed well with minor differ-
ences in results. The LSTM model was the best performer, while the simple
approach showed unexpected good results. Despite the lower accuracy, the BiL-
STM model converged the fastest, offering potential advantages in scenarios
where training time is a concern. In the figure 10 and 11 we can observe de-
tails about the training and validation process and about the testing. Finally,
Figure 12 presents a comparison of model sizes in terms of parameters and the
accuracy achieved on the second dataset using test data. The largest difference
is observed in the number of parameters, where RNN-based approaches possess
significantly more parameters. Focusing on accuracy, though the simple approach
scores highest, the difference is marginal. The figure illustrates the efficiency of
the simple approach, concluding that despite its lack of complexity, this kind of
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model remains at the forefront. It suggests that this approach may be sufficient
for many video classification problems, even when dealing with complex scenar-
ios as demonstrated in this study. The code for this work can be found in the
next link.

Fig. 10. Results of the training process for the second data set in a the RNN models.

Fig. 11. Confusion matrix’s for the second dataset in the RNN models.

https://drive.google.com/drive/folders/1XVI3q4WcGEXSQqQ2o-1NK512zh_G8IlG?usp=sharing
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Fig. 12. Comparison of both the size and the accuracy of the different models based
on neural networks.

6 Conclusions and Future Work

This study explored human activity video classification using both a simple ap-
proach (EfficientNetB0) and hybrid approaches (2D CNN + GRU, 2D CNN +
LSTM, 2D CNN + BiLSTM) on two diverse datasets. Surprisingly, the sim-
ple approach, despite its simplicity, outperformed the more complex models,
underscoring its effectiveness in video classification tasks. All models exhibited
promising potential in classifying a variety of activities, even those characterized
by high intra-class variation and low inter-class differences. However, the compu-
tational power required during the training phase posed a significant limitation,
particularly for larger datasets. The study underscored the critical role of dataset
variability, highlighting its profound impact when working with relatively small
datasets in video classification tasks. Interestingly, the BiLSTM model, despite
having the lowest accuracy, demonstrated superior convergence compared to the
other models, including the simple approach. This factor is worth considering
when training time is a crucial aspect. For future research, it would be beneficial
to explore strategies to reduce computational resource requirements, experiment
with larger and more diverse datasets, and investigate alternative lightweight
pre-trained models or custom architectures. The findings of this study pave the
way for further research in this direction, aiming to optimize the balance between
model complexity, performance, and computational efficiency.
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