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Abstract. There is an ever-growing need to review Artificial Intelligence
and its corresponding implementation methodology in medical image
analysis. The discussion of optimizing code versus improving data is of
prime importance when maximizing model performance in medical image
classification. Recently, a majority of studies have been model-centric.
It is crucial to investigate data-centric methodologies and how medical
image quality impacts a model’s learning capabilities. This study opts
toward data-related modifications for model improvement in lung can-
cer classification, acting as a proof of concept for developing data-centric
AI. The proposed data-centric approach (DCA) modifies CT-scan images
of the lung through 3 stages; image preprocessing, image segmentation,
and feature extraction. The modified images were used to train a simple
Convolutional Neural Network (CNN) for the classification task. We eval-
uate the performance of the proposed method using a publicly available
real-world dataset of lung CT scans. Our method achieves a classifica-
tion score (F1 score) of up to 0.889. This performance is superior to that
reported using a model-centric approach on the same dataset, which con-
ducted automatic hyperparameter optimization using the random search
algorithm.

Keywords: Lung Cancer Classification · Data-Centric AI · Medical Im-
age Analysis.

1 Introduction

Lung cancer is the most prominent and deadly variant of cancer, indicating
the need for accurate identification and diagnosis. Computed Tomography (CT)
scans are a method for capturing images of the lungs, to identify clumps of abnor-
mal cells. CT is considered the most common, due to its accuracy and benefit of
perspective without having features overlap one another [3]. However, even with
the technological development of these machines, human limitations are often
the cause of inefficient information evaluation. Manual reading, understanding,
and overall analysis of the scans could become unreliable without an experienced
radiologist [4]. Therefore, to combat these issues, the process of automating de-
tection and diagnosis in healthcare has been researched and developed through
Machine Learning.
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Machine Learning (ML) is an area within Artificial Intelligence that revolves
around computers and how they can learn in order to process data, find more
complex patterns, and present information collected from these patterns. The
process mainly consists of training a model on real-world examples, such that
it is capable of learning their distinctive characteristics. Three major ML types
are supervised, semi-supervised, and unsupervised learning [9]. Each category
has various problem-solving capabilities, however this study will primarily focus
on supervised ML as it focuses on lung cancer classification. In supervised ML
there are features (inputs) and labels (outputs); the goal of the algorithm is to
learn how it can map these features to their respective labels [2]. Once an ML
model has been created and trained, it can be further improved through specific
optimization. However, these optimizations may come in many forms based on
the two important components that build up the ML model; the data, which
would be some type of input (images etc.), and the code, that is, the algorithm
that undergoes the learning described above [6].

Recently, there has been a large discussion as to which part should be opti-
mized for a more accurate model; the data, or the code. Andrew Ng [7] popular-
ized this discussion through his presentation of model-centric and data-centric AI
concepts, bringing to light an important consideration as ML applications con-
tinue growing. A model-centric approach refrains from adjusting the data while
continuously optimizing a model’s structure by tuning the model parameters
and hyperparameters to maximize performance (see Fig. 1) [6]. A data-centric
approach, on the other hand, is concerned with keeping the model structure fixed
while improving the quality of data through pre-processing (see Fig. 2) [8].

Fig. 1: Model-centric approach focused on model optimization. The dotted re-
gion encapsulates the overarching stages of this optimization for performance
improvement.

The problem with the model-centric approach for medical image classification
is that the model sometimes becomes too complex due to excessive parameter
tuning to fit the raw medical images. Thus potentially leading to a model with
poor classification accuracy that is undesirable for medical applications. Addi-
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Fig. 2: Data-centric approach focused on data enhancement. The dotted region
encapsulates the primary stages to achieve higher-quality data for performance
improvement.

tionally, a lack of available data in large amounts and a lack of refined solutions
within the medical sector should pave the way for an increase in data-centric
methodologies [6, 12].

The main idea of this study is to improve the quality of medical images and
data preparation stages through a data-centric approach, thus achieving a more
accurate lung cancer classification model. We improve the performance of a sim-
ple CNN model implementation through modification of image pre-processing,
image segmentation, and feature extraction stages. Firstly, we extract prominent
information through data analysis. Secondly, we undergo pre-processing stages
to transform the data into more suitable input. Finally, determining the most
informative features for final input such that even a simple machine learning
model can easily and accurately classify them without the rigor of parameter
tuning by an expert. It is acknowledged that this paper presents simple but
effective image modification processes for improving lung cancer classification.
Moreover, this paper serves as a proof of concept for developing data-centric
AI in lung cancer classification and the importance of improving data quality.
It shows the efficiency of employing simple data processing implementations for
performance gain when measured against a base model with a simple architec-
ture. The goal is to demonstrate the difference in results when conducting a
data-centric approach.

2 Related Work

There has been a growing interest in research on the concept of data-centric
AI since the term became popularized. Still there exists a large knowledge gap
within the field due to a lack of available studies, especially in the medical sector.

Research by Angela Zhang et al. [13] in 2022 expressed the importance and
limitations of transforming model practices into data practices in healthcare.
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The paper outlines several concepts that could prove useful in the future, plac-
ing heavy emphasis on dataset creation and improvement, along with model
optimizations. While they do praise data-centric AI, they rightly point out the
limitations. Large, quality and standard datasets are hard to gain access to, much
less create. In the medical sector, this may be especially difficult, as data is not
so easily available, either due to the privacy of individuals or the differences in
data structures within institutions.

Overall, there is a lack of available literature on data-centric approaches
in medical image applications, mainly in lung cancer classification. Even so,
despite the term being newly formed, the concept of enhancing data and images
has been heavily researched. Chaturvedi et al. [3] presented the intricate nature
of image modification and how it can improve the performance of models. This
review of current research highlights a variety of available and refined techniques.
Three primary stages are outlined for a data-centric approach in medical image
applications: image preprocessing, image segmentation, and feature extraction.

Studies such as the one conducted by Vas and Dessai [10] in 2017 on small
medical images, go into further detail about the effectiveness of these stages.
Vas and Dessai first cropped the images to reduce unnecessary parts, then ap-
plied 3x3 median filters to remove impulse noise. Moreover, the images were
segmented through morphological operations such that only the Region of Inter-
est (ROI), the lungs in this case, are kept. For feature extraction, the Gray-Level
Co-Occurrence Matrix (GLCM) was used, scanning for Haralick features. The
artificial neural network was chosen for the classification algorithm for the clas-
sification task.

Vero and Srinivasan [11] more recently in 2020, also conducted such an ap-
proach by applying image pre-processing, segmentation, feature extraction, and
furthermore feature selection. First, Histogram Equalization was used to make
image intensity differences clearer, followed by an Adaptive Bilateral Filter to
remove any noise present. For image segmentation, the nodules were segmented
using the Artificial Bee Colony method. Then various techniques were tested to
locate the nodules within an image. Through ROI feature extraction, the follow-
ing features were considered: volumetric, texture, intensity, and geometric.

Similarly to the [11] method, our proposed method (DCA) employs basic
but rigorous data-related stages allowing for a comprehensive comparison of
techniques, and providing insight into the potential of data-centric approaches
in lung cancer classification and other healthcare applications.

3 Methodology

3.1 Data processing

For the lung cancer classification DCA modeling, we used the Lung Nodule
Analysis (LUNA16) dataset described in Section 4.1. Fig. 3 shows samples of
some of the raw CT scan slices and the following discussion explains the data
processing techniques that were used to improve the overall quality of the image
and in preparing them as input to a simple convolutional neural network.
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Fig. 3: 10 randomly selected samples from the LUNA16 dataset. Each sample is
a single slice from a computer tomography scan.

Firstly, simple filtering techniques, such as the median filter, were used to
reduce any potential noise in the slices. The prime reason for using median
filters is that they are better at detail conservation, such as edges. The core
implementation of this is that it selects the median value for a pixel, depending
on its neighbors. The filter size determines the number of these neighbors, and a
5x5 filter was selected for our study. The transformation of one of the raw images
can be seen in Fig. 4. For a larger testing environment, the Mean and Gaussian
filters were later employed to measure the effectiveness of implementing other
basic filters for performance changes.

Fig. 4: Figure showing how the 5x5 median filter modifies the original raw image
(left) causing smoothing and blur (right)

Secondly, we performed image segmentation. Regions of interest are first
identified, then followed by morphological operations. Every slice in every CT
scan was individually segmented, going through 8 steps. Firstly, the image is
transformed into black and white, followed by the second step, border refinement.
The third step is to label the different regions of the image and then, in step
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4, remove those deemed irrelevant. This is done by only keeping the largest two
areas. The next step conducts binary erosion to create a distinction between the
lungs and blood vessels. Binary closing comes after, filling in black gaps in the
regions. The 7th step ensures any black holes left over are filled, and finally in
step 8, the binary mask created is superimposed on the original slice. The stages
and their transformations are shown in Fig. 5.

Fig. 5: Procedure of segmenting CT scan slices to prepare them for feature ex-
traction.

Finally, the feature extraction stage. In the case of the dataset used, the
images contained labeled nodule objects. The CT scans were stored as 3D arrays,
with each one of the 3D arrays accompanied by real-world coordinates, allowing
training and testing data generation. Thus in the feature extraction stage, the
nodules within the 3D arrays would be extracted based on regions of interest.
Meaning a nodule would be found given its respective coordinates, and then
cubic voxels of size 36x36x36 would be cut around these coordinates. These
voxels would then have a corresponding label marked as 1 (nodule). Non-nodule
voxels were generated by randomly picking coordinates and slicing the array at
these coordinates. A sample of these is shown in Fig. 6. Not all of these cubes
will be perfectly sliced. Nodules or randomly cut voxels could be taken on the
border of the segmented lung, causing much of the black background to be cut
along with it. While this randomness potentially results in some overlapping, it
was considered reasonable to allow the model to generalize and avoid overfitting.

3.2 Classification Algorithm

The architecture of the CNN that was built for the proposed lung cancer clas-
sification is inspired by design in [1] except that for our DCA approach, rel-
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Fig. 6: 5 voxels cut from random segmented CT scan slices. The black values on
the cube represent the area outside of the segmented lungs

atively fewer convolutional layers are enough for distinguishing cancerous and
non-cancerous lung scan images. We also modified the fully connected layer, re-
ducing the number of filters and adjusting the dropout layer. Lastly, the output
activation was changed to sigmoid, and the loss was adjusted to binary cross-
entropy. The point was to create a simple model that would rely on higher-quality
data rather than trying to learn the complex features themselves. The simple
CNN architecture is presented in Fig. 7.

Fig. 7: Schematic of the CNN used for the classification of the processed CT scan
images.

The CNN is created by putting the layers in sequential order. The left part
of the diagram shows the convolutional layer, whereas the right shows the fully
connected part of the CNN. The input layer accepts a 3D array as input of size
36x36x36, noting that these are grayscaled. Following is a 3D convolution con-
taining 16 filters of size 3x3x3 with the ReLU activation function. The next layer
contains the pooling layer, implemented through 3D max-pooling, with a kernel
size of 3x3x3, and the stride is the default. The second 3D convolution layer
is similarly implemented, consisting of 32 3x3x3 filters and a ReLU activation
function, followed by a 3D pooling layer with a 3x3x3 kernel size. The results of
this layer are then flattened, before going into the fully connected layer which
is responsible for the classification of labels. The first Dense layer contains 64
nodes and a ReLU activation function. A dropout function is utilized, with a
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value of 0.5. The following Dense layer is very similar to the previous, except it
contains 32 nodes and outputs into the Dropout layer set to 0.1. The final layer
contains only one node and applies the sigmoid function for the binary problem.
Only one output is given, this being a predicted output between 0 and 1. Closer
to 0 means higher certainty that it is not a nodule, whereas values closer to 1
indicate higher certainty of a nodule.

4 Experiments & Discussion

4.1 Dataset

The LUng Nodule Analysis (LUNA16) dataset [5] was used to evaluate our pro-
posed method. The open-access dataset contains CT scan images of patients’
lungs, published by Zenodo as a challenge for lung cancer classification through
ML algorithms. 486 data points are identified within these images and then ex-
tracted for model training and testing. The training and testing data is generated
as discussed in the methodology. These 486 data points are divided approxi-
mately into an 80-20% split, having 388 data points in the training set and 98
data points in the testing set.

From every data point, 96 voxels (48 positively labeled for nodule, 48 nega-
tively labeled for non-nodule) are extracted, resulting in 37248 training entries
and 9408 testing entries. The model is trained through batches, going through
all 388 data points and training the model on the 96 voxels present in each
batch. Predictions are generated in batches, taking one data point at a time,
and are prepared accordingly such that they are comparable to the testing set.
We assessed the performance of the DCA approach on the testing set using the
following metrics: accuracy, precision, sensitivity, specificity, and F1 score. The
experiment is repeated 5 times to gain an average for each metric.

4.2 Experimental Setup

The CNN model presented in Section 3.2 was developed using Tensorflow in
Python version 3.9.13. The training and testing of the model were done on a
PC containing the following components: Ryzen 7 3700X (3.6GHz) CPU, ASUS
ROG Strix 2060 GPU, and 32GB (3200MHz) RAM. Several experiments were
conducted however, the model’s parameters remained fixed throughout these
experiments. The model is trained, and its predictions are evaluated against the
processed data discussed in Section 3.1. The model is compiled with binary cross-
entropy for the loss function and the adam optimizer with a default learning rate
(0.001).

4.3 Results & Discussion

Once the model had been built and compiled, the evaluations began using the
test set. A total of 6 different evaluations were conducted, and their results
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were collected. The first evaluation involved using only the raw, unmodified
CT scan data. The second used only median filters to transform the data. The
third involved using only fully segmented CT scan images. The fourth, fifth,
and sixth evaluations involved using the proposed data-centric approach (DCA)
with Median, Mean, and Gaussian filters, respectively. The various evaluations
were conducted to view how the lung cancer classification performance would be
impacted depending on which data processing techniques were implemented.

Table 1 summarizes the result of the evaluations. As seen in the results, using
only the unmodified data produces classification scores of at most 81% in almost
all scoring metrics, with each additional data modification process improving the
results. The proposed DCA with the Median filter achieves the highest classifi-
cation score (F1 score) of 88.9%, confirming that modifying the data quality is a
valid approach to improving a model’s performance. Interestingly, using only cor-
rectly segmented CT scan images scored almost as high as the full data-centric
approach on the test set, with sensitivity being higher at 92%. From this, it can
be said that proper image segmentation can increase classification performance
for nodules.

Table 1: Results of raw data, application of single processing methods, and three
variants of the proposed data-centric approach, utilizing various filters. IS - Im-
age Segmentation, DCA - Data-Centric Approach (Filter Applied)

Raw Data Filter Only IS Only DCA
(Median)

DC
(Mean)

DCA
(Gaussian)

Accuracy 81.0% 84.0% 87.0% 88.8% 85.6% 85.6%
Precision 81.0% 85.4% 84.6% 89.4% 87.4% 85.6%
Sensitivity 80.0% 85.2% 92.0% 88.4% 87.4% 85.0%
Specificity 81.0% 83.0% 81.8% 89.4% 83.8% 87.0%
F1-Score 81.0% 84.0% 87.4% 88.9% 85.2% 86.2%

The DCA approach showed a decrease in sensitivity over applying image
segmentation on the lungs. However, this decrease is resultant of the model
having more stable and robust learning since the full DCA approach remained
unbiased as sensitivity and specificity were similar. Additionally, with the DCA
(median) approach, the results of all the scoring metrics are very close to each
other, which means the model is more balanced, predicting true positives as well
as true negatives equally. This is highly desirable for lung cancer classification
using CT scan images as in healthcare, it is especially important to attain as
high performance as possible since people’s lives are considered.

Considering the results and advantages of the proposed data-centric ap-
proach, there was further investigation taken into the classification results of
the best-performing approach, this being the DCA (Median) implementation. A
confusion matrix was constructed, which is shown in Figure 8. The confusion
matrix of the model’s predictions further confirms that the model is balanced in
terms of predictions and is not biased towards one class. However, with a large
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number of false positives and false negatives, it would not be sufficient to em-
ploy this solution in real-life systems. Nevertheless, the improvement of quality
in data allowed for an increase in performance across all measured metrics.

Fig. 8: Confusion Matrix of the DCA (Median) implementation, showing the
percentages of true positives (top left), false positives (top right), false negatives
(bottom left), and true negatives (bottom right).

This study favored a data-centric approach in medical image analysis due to
the general problem of lack of the availability of quality data. Contrarily, model-
centric approaches were also tested to confirm the effectiveness of the proposed
approach further. The raw data was kept fixed while the CNN model discussed
in Section 3.2 was iteratively improved. Various testing was conducted, rang-
ing from manual hyper-parameter optimization to automatic hyper-parameter
tuning. From dozens of models generated, the best scoring (average across all
metrics) was selected for comparison as shown in Fig. 9. For the model-centric
implementation, the number of layers remains the same. However, the optimizer
is changed to Ftrl (Follow the regularized leader) as it presented more stabilized
results. Moreover, each layer was automatically hyper-tuned through the use of
the random search algorithm. The first convolutional layer had a range of 16 to
64 filters, whereas the second convolutional layer had a range of 32 filters to 128.
Each of these layers had a step of 8 in these ranges and tried filter sizes of 3 and
5. The first fully connected layer had a range of 128 to 256 nodes, and the second
fully connected layer had a range of 64 to 128 nodes. Each fully connected layer
had a step of 16 in these ranges.

As shown, the model-centric approach scored lower than the proposed data-
centric approach, except in sensitivity, where it scored similarly. It should be
noted that the model-centric results were obtained after an exhaustive hyperpa-
rameter search that was time-consuming and computationally complex. Whereas
the data-centric approach was limited in its applied techniques, a variety of im-
age modifications can still be applied for an improved classification rate in the
scope of image enhancement applications in healthcare. This additional evalua-
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Fig. 9: Performance of model-centric approach (MCA) in black vs. proposed DCA
in white. The gray bars are the results of the baseline model trained with the
unmodified data only. Error bars measure standard deviation.

tion demonstrates the importance of improving data quality and its impact on
performance that can still be built upon. Overall, the discussion shows that by
minimizing the number of uninformative artifacts in an image, the model could
focus better on identifying the prominent features present and improving the
classification rate.

As a comparison of the proposed DCA to similar studies, Ge Zhang, Lin,
and Wang in 2021 [14] conducted their 3D CNN implementation for lung nodule
detection on CT scans in the LUNA16 dataset. Similar to our approach, the pa-
per underwent data preprocessing where 3D nodule patches were segmented and
extracted, with the additional stage of labeling the malignancy suspiciousness of
said patch. Through the application of these preprocessing stages for data aug-
mentation and a 3D CNN based on DenseNet architecture for classification, the
implementation by Zhang, Lin, and Wang achieved an accuracy score of 92.4%,
a sensitivity score of 87.0%, and a specificity score of 96.0%. Despite not having
an identical experimental setup, our proposed data-centric approach scored sim-
ilarly while having a much smaller and less complex CNN architecture. Complex
architectures, such as the compared method, are often less favorable as they
become increasingly tedious to optimize and train, making them less compre-
hensible to medical experts. In healthcare, it is important for an implementation
to match or complement the opinion of a human expert. Our data modification
methodology conducting simple changes allowed us to improve the quality of
data, avoiding this reliance on complex models to learn difficult features and re-
duce interpretability. Our solution, using a simple 5-layered CNN trained on the
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preprocessed data, provided results that are balanced between the identification
of nodules and non-nodules, having similar sensitivity and specificity scores.

Our results stand as a proof-of-concept of the potential of building data-
centric AI. By exploring the area of data modification, data-centric approaches
can be refined, and the quality of data can be improved until it reaches sufficient
performance for real-life applications in healthcare.

5 Conclusions

This study demonstrated the benefits of modifying CT scan images to achieve
higher-quality input for lung cancer classification. Due to the extensive na-
ture of these data modification stages, the changes improved performance in
all measured metrics. The study contributes to the concepts of data-centric AI
by extensively reviewing available methodologies and presenting a simple, but
effective data-centric approach for computational intelligence in healthcare. This
approach acts as a proof-of-concept that employing simple implementations of
image preprocessing, image segmentation, and feature extraction, allow for at-
taining the most important features of CT scans and inputting those into a
simple CNN model to achieve good classification results. Exploring concepts of
model hyperparameter optimization (i.e., model-centric AI) also indicated that
achieving higher results for such a problem was more effective with our proposed
data-centric solutions.

While this study promotes the concept of data-centric AI, and its importance
in achieving high performance, we noted that our study was limited to the ex-
ploration of a single dataset, experimenting with few data processing techniques
for lung cancer classification. Nevertheless, the results demonstrated that data-
centric AI is worth investing time in to gain informative insights about medical
images and how their quality will impact a model’s learning capabilities. Future
work would explore other image applications in healthcare, particularly where
data is often limited.
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