
EasyChair Preprint
№ 15963

Leveraging Large Language Models for Ontology
Requirements Engineering

Yihang Zhao

EasyChair preprints are intended for rapid
dissemination of research results and are
integrated with the rest of EasyChair.

March 31, 2025



Leveraging Large Language Models for Ontology
Requirements Engineering

Yihang Zhao1[0009−0009−2436−8145]

King’s College London, London, UK
yihang.zhao@kcl.ac.uk

Abstract. Ontologies are essential for structuring domain knowledge,
enabling shared understanding to address the challenges of exponential
web data growth. Ontology Engineering (OE) has evolved into a collab-
orative, community-driven practice, with Ontology Requirements Engi-
neering (ORE) providing a systematic framework for capturing, docu-
menting, and validating requirements to support ontology development,
evaluation, and maintenance. However, ORE still relies on manual tech-
niques such as brainstorming, interviews, and spreadsheets, making the
process resource-intensive. Recent advances in Large Language Models
(LLMs) present new opportunities to support ORE tasks. Existing stud-
ies highlight their potential in ontology user story generation, as well as
competency questions (CQs) generation and retrofitting. However, LLM-
based ORE frameworks are still in their early stages and lack structured
guidance across the full ORE workflow. Therefore, this research aims
to bridge the gap by investigating how ORE tasks can be potentially
supported by LLMs and developing the conversational agent OntoChat
to integrate LLMs for assisting users in these tasks. In this paper, we
present preliminary findings on how LLMs can potentially support ORE
based on the first year of this research.
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1 Introduction/Motivation

Ontology originated as a philosophical concept referring to the study of being
[18]. In information science, it organizes domain knowledge into structured mod-
els by defining entities and their relationships, creating a shared understanding
that enables automated reasoning, data integration, and semantic search. This
helps address data overload, ambiguity, and system interoperability as the web
evolves [15].

Ontology Engineering (OE) involves designing and managing ontologies [15].
Early approaches require experts to manually define ontologies using formal
languages such as RDF, RDFS, and OWL [21, 9, 6, 3]. These centralized meth-
ods limit scalability. Modern OE adopts collaborative, community-driven ap-
proaches, allowing contributors with diverse skills from different locations to
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build and refine ontologies asynchronously [31, 33, 24, 26]. This approach makes
ontology development more inclusive and adaptive to evolving requirements.

Ontology requirements are mainly represented as ontology user stories [7,
37, 38] and competency questions (CQs) [22, 25, 26, 34]. Ontology user stories
define a typical user’s persona, their goal, and the gap the ontology aims to
fill. These stories are first converted into CQs, which are single-sentence natural
language queries, and then transformed into structured queries like SPARQL
that the ontology should answer. CQs can also be generated from alternative
reference materials or processes or retrofitted from existing ontologies. Ontology
requirements also include non-functional requirements such as ontological system
constraints, performance criteria, interoperability considerations, etc.

Ontology Requirements Engineering (ORE) [19] provides a structured ap-
proach to defining, documenting, and validating these requirements, producing
an Ontology Requirements Specification Document (ORSD) [33, 13]. The ORSD
encapsulates the ontology’s objectives, domain coverage, envisioned applications,
CQs, etc. This artifact forms the foundation for ontology development and re-
finement, ensuring a shared understanding of its expected capabilities among
contributors.

Traditional ORE methods, as specified in METHONTOLOGY [13] and NeOn
[33], etc., rely on manual collaboration techniques such as brainstorming, struc-
tured interviews, and spreadsheets among knowledge engineers, ontology engi-
neers, and domain experts to collect and refine requirements. These methods are
resource-intensive [37], requiring skilled personnel to understand ontology user
stories, CQs, and ORSD, as well as significant time for interviews, coordina-
tion, and data consolidation. These challenges highlight the need for automated
approaches to streamline workflows.

In recent years, large language models (LLMs) have been increasingly adopted
in ORE due to their ability to understand and generate text efficiently [23]. Ex-
isting research has explored LLM applications in ORE, including requirements
elicitation (ontology user story generation [7, 37, 38] and CQs generation [10, 1]
and retrofitting [37, 2]) and requirements analysis (CQs filtration [37, 1, 10]).

However, LLM-based ORE frameworks remain in their early stages, and
structured guidance across the full ORE workflow, including requirements elic-
itation, analysis, documentation, validation, and management, is still lacking.
Given that LLM applications in Software Requirements Engineering (SRE) are
more mature [4], the first goal of this research is to bridge the gap by inves-
tigating how LLMs support SRE tasks and mapping ORE tasks to their SRE
counterparts to assess LLMs’ potential in ORE. Additionally, an early prototype
of an LLM-integrated conversational framework, OntoChat [37, 38], built on the
Infer, Design, Create, and Analyse (IDEA) framework [7], has provided initial
support for ORE. The second goal of this study is to explore how OntoChat can
evolve to further support ORE tasks with user satisfaction.

The remainder of the paper is structured as follows. Section 2 introduces the
state of the art. Section 3 presents our research questions, problem statements,
and contributions. Section 4 describes our intended methodology, followed by the
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evaluation approach in Section 5. Finally, Section 6 reports the early findings
from the first year of research.

2 State of the Art

Conventional collaborative OE methodologies enable asynchronous collaboration
among contributors with diverse expertise in decentralized environments, with
each methodology focusing on different aspects [14]. For example, METHON-
TOLOGY [13] and Ontology Development 101 [22] focus on providing guidelines
for defining ontology terms, constructing hierarchies, and refining structures us-
ing competency questions. DILIGENT [36], RapidOWL [5], and NeOn [33] focus
on managing ontology evolution through structured decision-making, community
feedback, and change tracking. SAMOD [24] focuses on guiding test-driven de-
velopment for modular, reusable ontologies. Ontology Maturing [8] and HCOME
[20] focus on formalizing informal knowledge into structured ontologies. Dogma-
Mess [29, 32] focuses on ensuring accountability by assigning different roles to
the most suitable tasks. However, these methodologies require extensive expert
coordination and resources, limiting scalability in time-sensitive projects.

In conventional ORE, ontology requirements are often expressed as ontol-
ogy user stories and CQs. Ontology user stories provide a user-friendly way to
define a typical user’s persona (name, age, occupation, skills, interests), user
goal (the ontology’s intended purpose), and scenarios (how the goal is currently
achieved, highlighting gaps). The Polifonia Project 1 provides collaborative guid-
ance where contributors submit and organize user stories into persona-based
folders [7], accessible on GitHub 2. GitHub’s version control enables iterative
refinement through collective feedback, though challenges include the lack of
real-time guidance, variations in quality, and ongoing maintenance. CQs are
single-sentence natural language queries the ontology should answer [22, 25, 26,
30, 34]. Gruninger and Fox [17], Ontology 101 [22], Rao et al. [27], and The "pay-
as-you-go" methodology [30] provide guidance for CQ development, including
structured questions and card sorting techniques. Beyond user stories and CQs,
ontology requirements also include references for terminology, reusable external
ontologies, system interface constraints, performance constraints, etc. All rele-
vant requirements are documented into the Ontology Requirements Specification
Document (ORSD) [33, 13], promoting a shared understanding of the ontology’s
expected capabilities among contributors. However, this process remains manual,
complex, and requires extensive coordination among contributors and ontology
engineers to ensure accuracy and consistency.

LLMs have introduced automated and semi-automated approaches for ORE.
For ontology user story generation, an early prototype of OntoChat [37, 38] ex-
plores LLMs’ potential in supporting Human-GenAI collaborative generation
through guided elicitation and iterative refinement. However, the lack of user
experience design results in inefficient user interactions. For CQs generation and
1 https://polifonia-project.eu/
2 https://github.com/polifonia-project/stories
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retrofitting, approaches vary based on the knowledge resources used in prompts.
OntoChat [37] generates CQs from ontology user stories and refines them by
splitting non-atomic CQs and abstracting named entities, though it struggles
with ambiguous story contents. AgOCQs [2] and NeOn-GPT [12] utilize domain-
specific texts and controlled templates for semantically aligned CQ generation,
with AgOCQs further filtering by removing duplicates and meaningless questions
through semantic grouping. However, both methods struggle with generalization
across diverse or sparsely documented domains. RevOnt [10] and RETROFIT-
CQs [1] retrofit CQs from existing knowledge graphs (KGs) and filter redundancy
through paraphrase detection, but their effectiveness depends on well-structured
KGs.

3 Problem Statement and Contributions

LLM-based ORE frameworks are still in their early stages and lack structured
guidance across the full ORE workflow. This research aims to explore the devel-
opment of an LLM-integrated conversational agent to potentially support ORE
through a user-centred approach.

– RQ1: How can ORE tasks be potentially supported by LLMs? To
explore this, we plan to conduct a systematic literature review (SLR) to
identify tasks in SRE that are already supported by LLMs. By mapping
ORE tasks with their SRE counterparts, we aim to explore how LLMs can
potentially be leveraged to support ORE.

– RQ2: How can OntoChat be developed to provide end-user ex-
pected support at each ORE task? An early prototype of an LLM-
integrated conversational framework, OntoChat [37, 38], built on the Infer,
Design, Create, and Analyse (IDEA) framework [7], has demonstrated the
potential to support ORE. However, preliminary user evaluations indicate
that end-users unfamiliar with ORE or prompting strategies often struggle to
craft effective prompts at different interaction stages. To address this, we plan
to implement participatory prompting [28, 11] with ontology engineers, com-
bining contextual inquiry and participatory design with researcher-mediated
interactions using the GPT-4o interface. During this process, we will iden-
tify user interaction challenges in LLM-supported ORE workflows and sup-
port users in iteratively refining prompting strategies through researcher-
guided engagement to mitigate them. Once user satisfaction is achieved with
the generated outcomes, we will determine the most effective prompting
strategies that contributed to this satisfaction, generalize them into reusable
prompt templates, and integrate them into OntoChat to support end-user
interaction. Finally, we will assess the usefulness of supports provided On-
toChat within the semantic web community.

– RQ3: How useful are the supports provided by OntoChat? We plan
to evaluate OntoChat’s support usefulness using concurrent and stimulated
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retrospective think-aloud sessions [35], cross-validated with researcher ob-
servation checklists and Likert scale questionnaires. This evaluation will un-
cover both strengths and limitations of OntoChat’s support provided. Based
on these insights, we will propose new design opportunities for integrating
LLMs into future ORE workflows to mitigate the identified challenges.

4 Research Methodology and Approach

We outline the planned methodologies for answering each of the RQs.

Fig. 1. SLR Pipeline for LLMs Applications in Requirements Engineering (LLM4RE)

To answer RQ1, we plan to conduct two main steps: (1) SLR for LLM4RE
(Figure 1), where we will develop a taxonomy of LLM applications in SRE by
first examining the sources of input data used for requirements processing, then
identifying the types of LLM models applied, followed by mapping their roles
in different SRE tasks. We will further analyse their performance, evaluation
metrics, and real-world challenges to assess their effectiveness and limitations. (2)
Mapping Study, building on the findings from the SLR, we will align ORE tasks
with their SRE counterparts by comparing their objectives, input structures,
and task dependencies to assess how LLMs can potentially support ORE.

For each ORE task identified as potentially supported by LLMs, we need to
further investigate user challenges and expectations for LLM assistance during
these tasks in RQ2.

To answer RQ2, we plan to conduct two main steps: (1) Conduct Participa-
tory Prompting [28, 11], a user-centric method for exploring GenAI opportunities
in ORE tasks. It involves researcher-mediated interactions with functional GenAI
systems, allowing users to engage with "actually existing AI" (AEAI) while re-
searchers gather insights. This ensures user feedback reflects AI’s real capabilities
and helps identify interaction challenges and support needs in ORE workflows.
This process consists of three sub-steps: (1.1) Query Initiation, where the user
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reads instructions on ORE tasks and drafts an initial query; (1.2) Prompt Refine-
ment, where the researcher applies pre-identified prompting strategies, submits
the refined query to the GPT-4o interface, retrieves a response, and iterates based
on user feedback until satisfaction is achieved; and (1.3) Template Creation,
where the researcher generates a reusable prompt template based on the final
refined prompt. This iterative process continues until all tasks are completed. (2)
Develop OntoChat, integrating user-expected support identified in participatory
prompting for ORE tasks. OntoChat will provide prompt templates that users
can edit to support effective interaction with LLMs. The development process
includes three phases: (2.1) Interface Design, including conversation window, a
prompt templates library, and a prompt editor (user input box) to facilitate
user interaction with OntoChat. (2.2) System Architecture, defining the work-
flow for Human-OntoChat collaboration in each ORE task; and (2.3) Technical
Implementation, building and deploying OntoChat for publicly testing.

After building OntoChat, we will evaluate its usefulness for each ORE task
in RQ3 using think-aloud protocols [35].

5 Evaluation/Evaluation Plan

To answer RQ3, the usefulness of OntoChat’s supports will be assessed along
two dimensions: usability and utility [16]. To evaluate usability, we will examine
(EQ1.1) User Understanding, assessing whether users comprehend the purpose
of prompt templates, (EQ1.2) Ease of Locating, determining how easily users find
appropriate templates in the library, and (EQ1.3) Ease of Using, evaluating the
intuitiveness of editing templates. To assess utility, we will analyse (EQ2.1) Tem-
plate Library, measuring the extent to which the library provides templates that
align with user needs at each ORE task stage, (EQ2.2) Prompt Template, assess-
ing the extent to which the editable content within templates meets user needs,
and (EQ2.3) OntoChat Response, assessing the degree to which OntoChat’s gen-
erated outputs meet user expectations. Additionally, we will collect feedback on
(1) users’ inclination to adopt provided templates, (2) the perceived relevance of
generated outputs to their ORE workflows, and (3) the usefulness of these out-
puts for ontology construction, all measured on a Likert scale to capture varying
levels of satisfaction.

The user evaluation methods we plan to use follow a structured three-step
process, combining think-aloud protocols [35] and a post-task questionnaire.
(1) Concurrent Think-Aloud (CTA) Session: Participants interact with On-
toChat without prior instructions, engaging in ORE tasks while verbalizing their
thoughts. Researchers use observation checklists to track user actions, including
template selection, editing, and submission, alongside encountered challenges.
(2) Stimulated Retrospective Think-Aloud (SRTA) Session: Participants reflect
on their experiences with OntoChat, responding to open-ended questions about
the effectiveness and limitations of the provided support. (3) Post-Task Ques-
tionnaire: A Likert-scale questionnaire quantifies user perceptions of OntoChat’s
usefulness, supplemented by open-ended questions on user adoption, relevance to



Leveraging Large Language Models for Ontology Requirements Engineering 7

ORE workflows, and potential feature improvements. (4) Data Analysis: Quali-
tative data will be analysed using thematic coding to identify key themes, while
quantitative data will be processed using statistical methods, with bar charts
visualizing findings. Data triangulation will be applied to identify convergence
points between qualitative themes and quantitative results, uncovering user in-
teraction challenges.

6 Results

We now present the early findings from the SLR and mapping study in RQ1.
Through the SLR, we identify LLM applications in SRE, and in the mapping
study, we align ORE tasks with SRE activities based on input data types and
task objectives. Following this, we analyse how LLMs are applied in SRE to
derive insights into their potential applications in ORE. As a result, we identify
ten ORE tasks that LLMs can potentially support, as illustrated in Table 1.

Table 1. Potential Support of LLMs in Ontology RE Tasks

ORE
Activities

ORE Tasks How LLMs Can support

Requirements
elicitation

Ontology
user story
generation

(1) Knowledge elicitation: LLMs guide users through a structured workflow to gather
ontology user story components, including personas, goals, and scenarios, by posing
elicitation questions and providing example answers to support user responses. (2)
Story refinement: LLMs structure collected inputs into a formal story format, suggest
missing necessary details, and iteratively refine the story based on user feedback until
satisfaction is achieved.

CQs gener-
ation

LLMs utilizes ontology user stories, or domain-specific texts to generate CQs.

CQs
retrofitting

LLMs retrofit new CQs for ontologies that lack explicitly published CQs.

Requirements
analysis

Extract
glossary of
terminology

LLMs extract domain-specific concepts, relationships, and attributes from require-
ments sources such as ontology user stories, CQs, interview scripts, and additional
documentation to establish a structured vocabulary.

CQs
filtration

LLMs refine CQs by applying redundancy checks, relevance filtering (paraphrase de-
tection and semantic grouping), splitting complex queries into atomic ones, and ab-
stracting named entities.

Requirements
docu-
mentation

User story
to ORSD
conversion

LLMs generate the purpose, scope, objectives, domain coverage, and granularity of
the ontology from ontology user stories to create ORSD.

Requirements
validation

Require-
ments
validation

(1) Evaluate CQs: LLMs evaluate CQs for correctness, completeness, consistency, ver-
ifiability, understandability, ambiguity, conciseness, realism, modifiability, and trace-
ability, providing justifications for each assessment. (2) Evaluate Ontology User Sto-
ries: LLMs assess ontology user stories for well-formedness, realism, and correlation,
offering explanations for their evaluations.

Ontology
testing
support

(1) SPARQL-Free Ontology Evaluation: LLMs verbalize an OWL ontology by docu-
menting its classes, properties, named entities, and relationships, and support users
evaluating the verbalized ontology for coverage and correctness by prompting CQs.
(2) SPARQL-based ontology evaluation: LLMs convert CQs into SPARQL queries to
retrieve answers from ontology, validating its correctness and completeness.

Requirements
management

Trace link
establish-
ment

LLMs generate semantic connections between interview scripts, conversation history,
user stories, CQs, conceptual models, and other OE artifacts. These links improve
consistency, maintainability, and traceability by aligning related concepts across on-
tology development artifacts.

As this review is still ongoing, the above list is not exhaustive. Once com-
pleted, the next step is to refine the taxonomy and analyse how to develop
OntoChat to support these tasks (RQ2) and evaluate its usefulness (RQ3).
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7 Conclusions/Lessons Learned

This work presents early-stage (first-year) PhD research on the open problem of
theorizing and developing methods and tools for integrating LLMs to support
ORE. The initial findings from RQ1 highlight LLM potential in ontology user
story and CQs elicitation, analysis, documentation, validation, and management.
However, limitations persist, as mapping results are subjective, requiring expert
reviews and pilot studies for validation. Future work should focus on identify-
ing effective prompting strategies to enhance user interactions with LLMs for
specific ORE tasks (RQ2) and evaluating their usefulness (RQ3). Our aim is
to advance LLM-assisted ORE, reducing resource-intensive efforts and enabling
broader accessibility to ontology development across various domains.
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