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Abstract—Structural Intervention Cardiology (SIC) is a mini-
invasive intervention with a catheter based approach for cardiac
surgery. Although SIC procedures are becoming increasingly
popular, procedures are not ergonomic and technically demand-
ing and, at the same time, high precision and accuracy in
reaching target locations inside the human body are necessary
for the success these procedures. Thus, there is therefore a need
to develop a robust path planner framework to improve the
accuracy in target reaching while minimizing interaction with
anatomical structures. In this work a pre-operative path-planning
method able to guide the catheter from the peripheral access to
the desired target position with the needed orientation is pro-
posed. The method exploits an Inverse Reinforcement Learning
algorithm based on a combination of Behavioral Cloning (BC)
and Generative Adversarial Imitation Learning (GAIL). The
method was in-silico tested performing 50 intra-vascular and 70
intra-cardiac paths where the ratio between attempts in which
the catheter reaches the target and total number of attempts,
computation time, the difference between desired pose and the
reached one were considered as validation metrics. Results show
that the proposed method computes optimal path enabling the
catheter to reach the target with an average error in position
below 2 mm in the intra-vascular phase and below 1 mm in
position and 6° in orientation in the intra-cardiac phase.

Index Terms—Structural Intervention Cardiology, Imitation
Learning, Steerable Needle, Surgical Planning

I. INTRODUCTION

Structural Intervention Cardiology (SIC) is a medical spe-
cialty that focuses on therapeutic interventions for the heart
cavities and vessels (coronary arteries) that do not require
surgery, but a mini-invasive intervention with a catheter based
approach. It minimizes the recovery time, risk of infection
and it minimizes patient’s trauma, while providing comparable
efficacy as open chest surgery [1]. However, these procedures
are not ergonomics and technically demanding so that the final
outcome relies on the surgeon’s skills [2]. Moreover, precision
in catheter insertion and accuracy in reaching the target, while
avoiding damaging anatomical structures, directly contribute to
surgical operation outcome. In the last years, several research
groups focused their efforts on the development of needles able
to autonomously steer inside tissues. The advantage of these
needles consist in the performance of curvilinear trajectories,
planned to maximize the distance from sensitive anatomical
structures to be avoided and maximize the precision in reach-
ing the target [3], [4].
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While conventional needles’ insertion can be planned and
performed by the surgeon, the complex kinematic constraints
of an autonomous needle requires the aid of automatic or
semiautomatic solutions for the insertion and navigation.
Moreover, accurate placement of the needle tip inside tissue is
challenging, especially when the target moves and anatomical
obstacles must be avoided [5]. There is therefore a need
to develop a robust path planner framework to improve the
robustness in obstacle avoidance and risk management in
complex environments that influence the insertion’s accuracy
from the peripheral access point to the intra-cardiac target
point.

The current study focuses on the SIC treatment of Mitral Valve
(MV) repair which provides a mechanical grasping of the
damaged anterior and posterior leaflets of the MV using a
small clip device, restoring MV coaptation. Thus, the aim of
this work is to develop a pre-operative path-planning method to
generate intra-vascular (IV) and intra-cardiac (IC) path safely
and effectively from the peripheral access to the MV, where
the clip of the catheter has to be implanted. This will enable
the catheter to autonomously navigate to the anatomical region
of interest, overcoming the errors introduced by the operator
that could affect the accuracy in reaching target.

Several approaches for path planning have been proposed in
literature such as graph-based and sampling-based methods.
The former are based on the discrete approximation of the
path planning problem and have the main advantage of be-
ing relatively simple to implement. On the other side, their
computation time considerable increase as the simulation en-
vironment increases or becomes complex. The latter, instead,
significantly reduces the computation time by sequentially
sampling different points in the workspace and gradually
constructs a data structure representing path without collisions.
However, it may be the case that although a solution to the path
planning problem is found using sampling-based methods, it
doesn’t coincide with the best and smoothest path to get to the
target. To overcome these limits, in recent years Reinforcement
Learning (RL) methods have experienced exponential growth
due to their capability of solving path planning problems
where traditional algorithm often fail. In these methods, an
agent performs action within an environment and learns how
to perform a specific task by receiving rewards from the



environment. In particular, in our work, a pre-operative path-
planning is implemented exploiting an Inverse Reinforcement
Learning (IRL) algorithm in which the agent learn rules by
observing examples.

II. MATERIALS AND METHODS

A. Moving Agent - Flexible Catheter

Let us consider the tip of the catheter as the agent of
our application that at each timestep ¢ can translate along
the z — axis and rotate about the x and y axes. The agent
configurations are described by poses, denoted as 4 x 4
transformation matrices:
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where p, ..., € R? is the tip position and Rogent € SO(3) is
the orientation relative to a world coordinate frame.

B. Virtual environment

For our purposes, the simulation environment was repre-
sented by the anatomical structures of interest such as right
and left atria and ventricles, inferior and superior vena cava,
femoral veins, pulmonary artery (Fig.2) and was obtained
from the segmentation and 3D reconstruction of a Computer
Tomography (CT) scan. For the construction of the simulation
environment we also defined:

o The “free space” Cy,.. as the set of possible agent
configurations;

o The “obstacle space” Cyps: as the space occupied by
obstacles;

o The “target space” Ciqrget Which denotes where we want
the catheter to move to.

Although the application developed focused on the placement
of a clip in the mitral valve, the flexibility of the implemented
method allowed to adapt the algorithm according to each
specific application by changing the geometrical properties of
the catheter and the anatomical region of interest.

C. Pre-operative path planning

Minimally Invasive surgery aims at reaching the target

safely and accurately. To do so the catheter has to minimize
the interaction with the vessels’ walls and avoid collision with
the heart’s walls. Therefore, it’s necessary to plane a feasible
path from the access outside the patient to the target inside
the patient. Path planning algorithms create a geometric path
in the simulation environment starting from the initial pose to
the target one, while avoiding obstacles [6].
The path planner takes in input the starting configuration
(gs) of the agent, consisting in its pose (3 positions and 3
rotations in the 3 axes expressed in Euler angles) and the target
configuration (q;) and the output is a pre-operative path i.e. a
sequence of a agent’s configurations from the starting one to
the target one ”in press” [9].

D. Inverse Reinforcement Learning architecture

The proposed method exploited an Inverse Reinforcement
Learning approach based on a combination of Behavioral
Cloning (BC) [7] and General Adversarial Imitation Learn-
ing (GAIL) [8] achieving autonomous navigation inside the
vessels and the heart to reach a goal location. The BC allows
the agent to learn a specific task trying to mimic the behavior
from demonstrations, whereas the latter deployed an adver-
sarial approach using a discriminative next to a generative
network “in press” [9]. At each time step (¢) the discriminator
network takes in input the expert (QM?"%e!) and agent (Q%)
trajectories. Subsequently these two trajectories are compared,
generating an intrinsic reward (r;,,) that relies on a similarity
score, updating the agent’s policy (7). This loop carries on
and it stops when the generator produces a path similar to the
one from the expert’s demonstrations.
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Fig. 1. Representation of the loop of the Inverse Reinforcement Learning
algorithm based on the combination of Behavioral Cloning and Generative
Adversarial Imitation Learning (GAIL); Ttarget, Tstep and rops¢ are part of
environment’s rewards defined in Sec. II-E.

In addition, our catheter was placed inside an environment

and it could take actions (a;), moving towards the target.
Depending on these actions, the environment could give pos-
itive or negative rewards, which were scalars, to the agent.
This is named extrinsic reward (r.,:) and it was generated
by the interaction between the agent, represented by the
catheter, and the simulation environment giving a contribution
in the development of the policy. Thus, the overall policy
took in consideration both the information coming from the
discriminator and from the environment.
Due to the complexity of the task and of the environment
in which the agent has to move, the overall task was divided
into two subsections: intra-vascular (IV) and intra-cardiac (IC)
path.

E. Reward function

1) Intra-vascular path: The IV section covered the path
from the peripheral access point of the catheter to the access
of the heart’s chamber, passing through the whole length of the
femoral vein. Although the intrinsic function is the same for
IV and IC, the extrinsic reward function was different for the
two subsections. For the planning of the IV phase, the reward



function has been shaped in order to make the agent learn to
optimize the path, according to three main requirements:

o agent steps number minimization (¢) using a negative
reward, 74¢p, if the number of steps exceeded the prede-
fined maximum number of steps allowed ¢,,4;

o minimization of interaction with vessels’ walls using a
negative reward, rps, if a collision was detected;

o Target Position Error (TPE) minimization, where TPE is
the Euclidean distance between the needle’s final position
(P(qagent) and the target position (p(q;)), using a positive
reward, 7¢qrqet, if the target was reached.

Moreover, because of the complex geometry of IV path, a set
of 7 intermediate target (Fig.2) were placed along the length
of the vein in the training phase and to each of them a positive
reward, 7p,;diqr, Was associated. This aspect was fundamental
for the success of the training. Indeed, in our study, performing
the IV training giving as input only the initial and final position
did not allow the catheter to successfully find the path to the
target.

(a) (b)

Fig. 2. (a) Intra-vascular environment represented by the femoral vein:
between the starting and final point the representation of midpoint targets
is shown; (b) midpoint target’s depiction seen from the inside of the vessel.

The optimal parameters of the reward function for IV
section, obtained with an empirical method, are reported in
Table I.

TABLE I
REWARD FUNCTION PARAMETERS VALUES
Path Tstep Tobst Ttarget Tmidtar tmax
v -1 -1 +1 +0.08 10000

2) Intra-cardiac path: The IC section was represented by
the path from the heart’s access to the final target position. In
addition to step minimization, obstacle avoidance and TPE, the
Target Orientation Error (TOE), i.e. the difference in degrees
between the z-direction of the target and the z-direction of the
catheter, was also taken into consideration. Thus, the reward
function was shaped according to the following requirements:

o agent steps number minimization (¢) using a negative
reward, 7¢p, if the number of steps exceeded the prede-
fined maximum number of steps allowed %,,,42;

« avoiding collision with heart’s walls using a negative
reward, r.pst, 1f @ collision was detected;

 Target Position Error (TPE) minimization using a positive
reward 7¢4,ge¢ Was reached;

o Target Orientation Error (TOE) minimization using a
negative reward rrog.

The orientation is crucial in clinical application for the
correct placement of the catheter’s clip. Indeed, the latter has
to be placed in the correct position and with an orientation
which, in the optimal condition, should be perpendicular to
the plane of the MV (Fig.3). In order to achieve this aim, the
target position was always chosen inside a plane parallel to
the MV plane (Fig.3a) and in order to minimize the TOE, a
negative reward, rrog, was added in the reward function of
the IC section for every episode in which the TOE is greater
than 10°. Finally, no intermediate targets were placed in the
IC pathway.

The optimal parameters of the reward function for IC
section, obtained with an empirical method, are reported in
Table II.

TABLE II
REWARD FUNCTION PARAMETERS VALUES
path Tstep Tobst Ttarget TTOE tmax
1C -1 -1 +1 -1 5000

III. EXPERIMENTAL PROTOCOL

The IV model was trained on one single starting point,
corresponding to the peripheral entry point, and tested on one
single path. The episode (50 total episodes) was considered
successful if the final position difference between the catheter
pose and target one, i.e. TPE, was within 3.5mm. For the IV
subsection, no restrictions were applied on the orientation of
the catheter with respect to the target. The IC model, instead,
was trained to reach any point placed in correspondence of
the MV, starting from one single starting point. Thus, the test
phase was conducted performing 70 episodes in which the
target was randomly chosen inside the anatomical plane of
the MV. In this case the episode is successful if the TPE was
within 2 mm and the TOE was within 15°.

IV. VALIDATION

The proposed method was in-silico validated and for each
of the pre-operative paths, in both intra-vascular and intra-
cardiac environments, the quantitative analysis considered the
following indexes:

e The success rate (SR[%]) i.e. the ratio between the
insertions reaching the target and the total number of
simulated insertions.



MITRAL VALVE

MITRAL VALVE PLANE

(a)

.
STARTING POSITIO

INTRACARDIAC
PATH

- Z-DIRECTION

'

MITRAL VALVE PLANE
(b)

’ CATHETER

Fig. 3. (a) Representation of the Intra-cardiac path from starting to final position: the target point is randomly chosen inside the anatomical plane of the
Mitral Valve (grey plane)); (b) in the optimal scenario, the angle between the tip of the catheter and the Mitral Valve plane has to be equal to 90°.

o Time ( time [s]) required to perform the path, from the
starting point to the target one.

o Target position error (TPE [mm]), i.e. the Euclidean
difference between the needle’s final position and the
target position.

e (TOE [°]), i.e. the difference between the needle’s final
orientation and the target one, taken into consideration
only during IC validation.

V. PRELIMINARY RESULTS

In the IV environment, the achieved success rate was 79
% with an average time needed to compute the path equal
to 32.12+0.11 s and targeting position accuracy of 1.77+£0.88
mm. In the IC environment, instead, the success rate was 88.6
% with an average time needed to compute the path equal to
10+1.2 s; the targeting orientation accuracy was 5.99+3.10°
and the targeting position accuracy was 0.63+0.36 mm.

COMPUTED
PATH
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Fig. 4. (a) computed path for the intra-vascular section ; (b) computed path
to the target placed upon Mitral Valve in the intra-vascular phase.

VI. DISCUSSION AND CONCLUSION

The presented work assessed the performance of a new IRL-
based path planner for steerable needles able to minimize
the interaction with vessel’s walls during the intra-vascular
navigation and avoiding collision with heart’s anatomical

obstacles during the intra-cardiac phase. The possibility of
learning from a set of demonstrations, provided by an expert,
allowed to consider all the requirements for the generation
of the path that cannot always be included using graph- or
sampling-based approaches. Thus, the proposed methodology
can be exploited to calculate the optimal pre-operative path to
the target. However, being an offline method, intra-operative
information can not be used to update the optimal path
based on real time data. Further perspectives may include
the implementation of an online path re-planner able to re-
compute in real time the path based on the information coming
from the actual real position of the catheter, also considering
the motion of anatomical structures.
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