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Abstract—Recent advancements in LLMs like GPT-4 and
PaLM have significantly improved QA system, yet their ap-
plication in customer service poses challenges such as slow
response times and hallucinations. Traditional NLP methods,
while more cost-effective, struggle with sustainability and main-
taining knowledge bases. This paper introduces QADLM, a two-
stage QA system that integrates LLMs with traditional NLP
techniques to overcome these limitations. In the first stage, a
funnel-shaped matching model leverages a domain-specific FAQ
corpus to enhance user intent recognition. In the second stage, a
fine-tuned RAG model retrieves relevant knowledge documents
and generates high-quality responses. Extensive experiments
conducted on a new energy vehicle company’s dataset show that
the proposed system outperforms conventional approaches in
response speed and quality. The optimized model’s hallucination
rate decreased by 29.7%, and semantic similarity improved by
19.5%. This demonstrates the system’s robustness and applica-
bility in customer service scenarios.

Index Terms—two-stage question answering, large language
model, retrieval-augmented generation

I. INTRODUCTION

In recent years, Large language models (LLMs) like GPT-
4[1], OPT[2], PaLM[3], BLOOM[4], and GLM-130B[5] have
greatly expanded the capabilities of machines in language
understanding and generation. Recent advancements in LLMs
have also significantly improved question answering[6, 7, 8],
one of the most essential applications of language technology.
However, QA system in customer service scenarios still face
several challenges. If LLMs are used independently to build
customer service QA systems, issues such as slow response
times and high hallucination rates may arise. Conversely,
continuing to employ traditional natural language processing
(NLP) techniques results in prohibitively high costs for main-
taining the knowledge base, making sustainable development
difficult.

To address these challenges, this paper introduces an in-
novative two-stage customer service QA system that inte-
grates traditional NLP techniques with LLMs. In the first
stage, a multi-level funnel-shaped matching model is con-
structed, utilizing a domain-specific FAQ corpus to enhance
the accuracy of user intent understanding. The second stage
incorporates a retrieval-augmented generation (RAG) LLM
framework, which retrieves relevant knowledge documents
when preliminary matching is insufficient for determining an
answer, employing a fine-tuned RAG-LLM model to generate

Fig. 1. Example Model Answer. In questions in QA pairs, all models
can answer correctly. In quesion not in QA pairs, Traditional QA cannot
answer, Although RAG-LLM answered, it experienced hallucinations, our
QADLM answered correctly.

responses. This approach resolves the limitations of existing
methods by enhancing the system’s ability to handle complex
queries and effectively integrate external knowledge sources.

To validate the effectiveness of our proposed method, ex-
tensive experiments were conducted using experimental data
from a new energy vehicle company. Results indicate that our
system outperforms traditional methods in terms of response
speed and answer quality. The contributions of this paper are
as follows: 1. An innovative two-stage customer service QA
model is proposed, consisting of a FAQ-based query matching
model and a knowledge document-based fine-tuned RAG-
LLM model. This integrated approach enhances the system’s
ability to handle complex and non-standardized questions and
significantly improves user experience. 2. Experimental vali-
dation shows that this model outperforms traditional methods
in terms of response speed and answer quality. Notably, the
fine-tuned RAG-LLM model demonstrates better results in
both hallucination rate and semantic similarity compared to
previous metrics.

II. RELATED WORK

The development of document-enhanced QA system is a
comprehensive endeavor that demands interdisciplinary col-
laboration, integrating large language models, domain-specific
document question answering, retrieval augmentation, and re-
inforcement learning through human feedback. In this section,



we provide a concise overview of the relevant literature in
these areas.

LLMs. particularly self-supervised[9] ones, have garnered
significant attention in contemporary NLP. Their vast number
of parameters enables them to capture and retain diverse
knowledge, resulting in exceptional performance across var-
ious challenges. Notable examples of LLMs include GPT-
3[1], OPT[2], PALM[3], BLOOM[4], and GLM-130B[5]. A
remarkable feature of LLMs is their prompt-based in-context
learning (ICL), which facilitates task transfer without the need
for tuning, using demonstration samples. Recent research has
focused on optimizing[10, 11, 12, 13] ICL and analyzing
[14, 15, 16, 17]. The QADLM system leverages the strengths
of LLMs, to enhance the customer service QA system. By
incorporating LLMs into the second stage of the QADLM
framework, the system can retrieve relevant knowledge doc-
uments and generate responses that are not only accurate but
also contextually relevant. Moreover, the fine-tuning of the
RAG-LLM model within QADLM addresses the challenge of
high computational costs and slow response times associated
with deploying LLMs in practical applications.

Multi-document Question Answering (Doc QA). Many
document retrieval methods ensure quality through two com-
ponents: retriever and reader[18]. The retriever aims to select
the needed documents from numerous sources. Recent studies
often utilize dense retrievers[19, 20] or commercial search
engines [21] to accomplish this. The reader’s purpose is
to identify suitable text segments, using sequence models
to generate content[22, 23, 24], which is effective for data
reasoning models[19, 20] or aggregating information from
multiple documents[17, 21]. Some researchers also enrich
these components by applying query decomposition[24, 25,
26] or search engine retrieval[24]. In the context of this work,
QADLM leverages the strengths of LLMs, especially their
self-supervised learning capabilities, to enhance the customer
service QA system. By integrating these models into our
two-stage system, we aim to capitalize on their knowledge
retention and generation capabilities. The first stage of our
system utilizes a multi-level funnel-shaped matching model to
accurately understand user intent, while the second stage em-
ploys a retrieval-augmented generation framework to retrieve
and generate responses from relevant knowledge documents.

Retrieval-augmentation. The mainstream information re-
trieval methods are divided into sparse vector based methods
and dense vector based methods, such as DPR [27], Com-
petitor [28], REALM [29]. Among these retrieval methods,
techniques such as RAG [30], fusion in decoders [31], and
Atlas [32] were used. QADLM also includes these methods,
and our model interacts with multiple documents to improve
overall accuracy. In order to improve retrieval efficiency,
QADLM will use many small retrievers to complete it through
hierarchy.

Reinforcement Learning from Human Feedback
(RLHF). Rating the generated text, mature methods
include BLEU [33], ROUGE[34], METEOR[35], and
BERTScore[36]. Recently, some researchers believe that

learning human preferences from human feedback[37,38]
can bring good results. Moreover, QADLM’s approach to
RLHF is not limited to post-generation evaluation but is
integrated into the model’s training pipeline. This enables
the model to anticipate and incorporate human preferences
during the generation process itself, leading to more natural
and human-like responses. By doing so, QADLM not only
meets the current standards of quality in text generation but
also sets a new benchmark for incorporating human feedback
into the development of intelligent QA system.

III. OUR MODEL: QADLM

QADLM combines traditional NLP techniques and LLM to
construct a framework for implementing a two-stage customer
service question answering system. The main work is as
follows: In the first stage, a multi-level, funnel-shaped match-
ing model was designed using traditional natural language
processing techniques and domain FAQ as the base corpus.
This method improves the accuracy of understanding the
intention of feedback content through multi-stage intention
comprehension. Based on the constructed corpus, the fun-
nel method is used to understand user feedback intentions
layer by layer and provide corresponding standard answers.
If the user’s feedback intention is still incomprehensible, an
optimization loop will be formed by improving the feedback
corpus through intention. In the second stage, based on the or-
ganized knowledge document, this article designed the RAG-
LLM framework based on the knowledge document. When
the initial match is insufficient to determine the answer, the
system will further retrieve relevant knowledge documents and
generate answers through the RAG-LLM model. The goal of
this stage is to enhance the answering ability of the question
answering system using document knowledge, especially when
dealing with complex or unclearly queries included in the
FAQ. The process is shown in Figure 2. This study provides
a new methodological framework for the vertical application
of intelligent question answering systems.

A. QA paris Question Answering model

In this section, we employ both sparse feature matching and
dense vector matching techniques.

Sparse feature matching utilizes the BM25 model to
perform retrieval based on text similarity calculations, imple-
mented using jieba for word segmentation and the Gensim
library.

In contrast, dense vector matching leverages a pre-trained
language model to encode user-input questions and standard
questions from the database, training a twin-tower structure
to capture similarities in the feature space. The pre-trained
language model is employed as an encoder to model the user’s
input question along with the standard and similar questions in
the database. A dual-tower structure is used to train the model,
ensuring that relevant questions are closer to each other in the
feature space. The question representation model converts the
natural language questions and the standard/similar questions
in the database into vectorized feature representations. An



Fig. 2. QADLM QA Flow.

average pooling layer is applied to the output feature sequences
to compress them into one-dimensional vectors. The input
sequence from the user and the standard/similar questions
stored in the database are represented by Equation (1) and (2),
where q represents the characters corresponding to the input
question text, and t represents the characters of the standard
and similar questions in the database.

Input = [[CLS], q1, q2, . . . , [SEP]] (1)

Input = [[CLS], t1, t2, . . . , [SEP]] (2)

A Siamese neural network is used between the user’s input
question and the stored standard question, and parameter
sharing is implemented between them. During the model’s
training process, when a user input question-standard question
or a similar question test sample is input, the user input ques-
tion and the standard/similar question from the database are
separately processed by the user input question representation
model and the database’s standard/similar question represen-
tation model for feature extraction. The feature extraction
process is represented by formulas (3) and (4).

hq = MeanPooling (ENCq(q)) (3)

ht = MeanPooling (ENCt(T)) (4)

Here,ENCq(q) and ENCt(T ) respectively represent the
pre-trained models used for feature extraction of the user’s

input question and the standard/similar questions stored in the
database. The similarity between the two is calculated by the
formula shown in (5).

S(q, T) =
hTq hT

∥ hq∥hT∥
(5)

The loss function is expressed in formula (6).

loss = − 1

N

N∑
i=1

log
exp [ S (qi, Ti)]∑B
j=1 exp [ s (qi, Tj)]

(6)

B. Doc-Enhanced Question Answering model

The construction process of the Doc-Enhanced Question
Answering model is outlined as follows:

(1) Baseline Model Selection: When initially selecting a
set of pretrained large models, three key aspects were consid-
ered. First, the SuperCLUE ranking of various capabilities of
Chinese general large models was taken into account, reflect-
ing model performance across multiple tasks, including text
classification and named entity recognition. Second, the star
ratings of related applications on the GitHub platform were
examined, as this metric partially indicates the popularity and
influence of models in practical applications. Finally, the open-
source and commercial viability of the models was evaluated,
as this is crucial for future use and customization, providing
greater flexibility and scalability. Based on this comprehensive
assessment, Baichuan2-13B-Chat (referred to as Baichuan),



ChatGLM2-6B (referred to as ChatGLM), and Llama-2-13B-
Chat (referred to as Llama) were selected as the initial set
of foundational pretrained models. These models performed
exceptionally well in the SuperCLUE rankings, demonstrating
superior performance across various tasks. Additionally, they
received a considerable number of stars on GitHub, indi-
cating community recognition and support. Importantly, all
selected models are open-source and commercially available,
offering users greater flexibility for secondary development
and customization based on practical needs. A comparative
analysis with ChatGPT was conducted to comprehensively
assess the performance of these models, providing critical
insights into their advantages and limitations across different
tasks and scenarios, thus informing future applications and
improvements.

(2) Model Fine-Tuning Selection: This study employs the
Lora method for fine-tuning large pretrained models to meet
the requirements of question-answering tasks.

(3) Model Optimization Phase: With the widespread ap-
plication of large models, issues related to hallucination have
emerged, where generated texts may deviate from or inaccu-
rately represent the original content. This research categorizes
such issues into three types: information conflict, fabrication,
and information mismatch. To address these problems, a dual
approach to fine-tuning optimization is proposed, focusing
on both data and model aspects. Data optimization involves
deduplication of annotated corpora and manual removal of data
that may induce hallucinations. Model optimization employs
RAG techniques, which combine large models with external
knowledge sources. By constructing external knowledge bases,
knowledge vector repositories, vector retrieval, and answer
generation, this method effectively alleviates hallucination
issues, enhances the quality and validity of generated texts,
and addresses data security concerns.

C. Model Ensemble

The model relies on two sub-models to process queries:
the FAQ-based Query Matching model and the RAG-LLM
model based on knowledge documents. The FAQ-based Query
Matching model aims to quickly provide precise answers
by matching user queries with entries in a predefined FAQ
database. This approach is highly efficient when addressing
common or standardized questions. However, not all user
queries can be satisfactorily answered by the FAQ model. In
such cases, the system invokes the RAG-LLM model, which
retrieves relevant fragments from knowledge documents and,
by integrating language generation techniques, constructs per-
sonalized responses tailored to the user’s query. This method
not only enhances the ability to handle complex and non-
standardized questions but also significantly improves the user
experience by offering more in-depth and detailed information.

IV. EXPERIMENTS

A. Datasets

The experimental data presented in this study is sourced
from a certain new energy vehicle company, primarily encom-

passing the company’s customer service-related textual corpus
and associated documents. The textual corpus includes a
structured collection of 3,591 FAQ entries stored in a question-
and-answer format. To enhance recognition accuracy, each
standard question is accompanied by several similar variants,
as illustrated in Table 1.

TABLE I
FORMAT OF COMMON FAQ DATA

Standard
Question

Similar Questions Answer

What
charging
methods
are
available
for
vehicles?

What are the vehicle
charging methods?
How is the vehicle
charged?
How do vehicles
get charged?
How should I choose
the charging method
for my vehicle?

Charging methods include
380V fast charging and 220V
slow charging. Fast charging
utilizes a 12V auxiliary power
supply for guidance, allowing
for a charge from 20% to 80%
in as little as 30 minutes, with
a maximum charging power
of 60KW. Slow charging
supports portable charging
guns and national standard
slow charging piles, with the
capacity to fully charge from
0% to 100% in approximately
6 hours, and a maximum
charging power of 7KW.

The question matching dataset primarily derives from his-
torical customer service dialogues within the automotive com-
pany. Through manual annotation, 10,000 pairs of matching
questions and 20,000 pairs of non-matching questions were
randomly selected. In the matching question pairs, a clear se-
mantic correlation exists between the two questions, typically
involving similar inquiries or the same subject matter. Con-
versely, non-matching question pairs often refer to different
questions or topics, lacking apparent semantic connections.
The annotation method designates matching question pairs
with a label of 1, while non-matching pairs are labeled with
0. The detailed format is presented in Table 2.

TABLE II
MATCHING DATASET FORMAT

User Input Ques-
tion

Standard Question / Sim-
ilar Question

Matching
Label

What is the maxi-
mum climbing gra-
dient?

What is the maximum
climbing gradient of the
drive system?

1

What are the dif-
ferences between the
driving modes?

What are the distinctions
among the three driving
modes of the vehicle?

1

How far is the red
line in the reversing
camera reminder?

Can the reversing camera
be turned off? 0

Do l need to press
the accelerator and
brake for automatic
parking?

Do l need to hold the steer-
ing wheel for the automatic
parking system?

0

The document data comprises training materials for cus-
tomer service staff, announcements published on the com-



pany’s official website, and internal shared documents, totaling
2,452 documents. This data is utilized for the RAG-LLM
model to generate user responses. For better optimization of
the model in later stages, the organized documents are cate-
gorized into six distinct types based on actual business needs.
Some documents encompass multiple business categories and
are classified under comprehensive business documentation.
The specific number of documents for each business scenario
is detailed in Table 3.

TABLE III
STATISTICS OF DOCUMENT COUNTS ACROSS DIFFERENT BUSINESS

SCENARIOS

Category Quantity
Vehicle Pre-sales 34
Vehicle After-sales 79
Charging Related 87
Roadside Assistance 34
Financial Related 95
E-commerce Related 51
Comprehensive Documents 72

B. Maintaining the Integrity of the Specifications

Based on the QAparis experiments, this study aims to
compare the model performance of sparse feature versus
dense vector retrieval matching during training. Throughout
the training process, parameters are shared among the models,
utilizing the Chinese-bert-wwm pre-trained language model
for feature extraction. The training consists of a total of 10
epochs and employs random sampling techniques. The training
parameters include a learning rate of 2e-5, a hidden layer
dimension of 768, a batch size of 32, the AdamW optimizer, a
maximum input length of 128, and 12 encoder layers. Model
performance is evaluated using recall rates.

The implementation of the fine-tuning framework for LLMs
provided by ModelScope facilitates a streamlined approach for
both fine-tuning and inference of our model. All experiments
were conducted using NVIDIA A100 80GB and A100 32GB
GPUs. The fine-tuning process employed a Low-Rank Adapta-
tion (LoRA) strategy, with specific configurations including a
LoRA rank set 4, a scaling factor for the learning rate (LoRA
alpha) established at 8, and a dropout rate for overfitting
management (LoRA dropout) fixed at 0.05. The LoRA target
modules were designated to encompass all relevant modules.
The maximum length of input sequences was constrained to
3072 tokens. For training, the AdamW optimizer was utilized,
with a learning rate of 1e-6, and a batch size of 1 per GPU.
The model was trained for four epochs using DeepSpeed’s
ZeRO-23 optimization, with checkpoint 1700 identified a s the
optimal model. During the inference phase, greedy decoding
was implemented by setting the do sample parameter to false,
ensuring stability in output generation. The repetition penalty
was calibrated between 1.00 and 1.02, while the maximum
number of new tokens generated was limited to 512. The
vLLM framework was employed to enhance the efficiency

of the inference process, which required approximately 40
minutes to produce the final results on a A100 32GB GPU.

C. Competition Results

Based on the previously established experimental setup, the
results of the twin-tower model experiments are presented,
with the final outcomes summarized in Table 4. In the table,
Dr (Dense Retriever) refers to the dense vector retrieval model.
The results indicate that the retrieval models corresponding
to dense vectors exhibit commendable performance. On the
test set, the models utilizing the optimized sampling strategy
outperformed BM25 across all four metrics, with the most
notable improvement observed in Recall@3.

TABLE IV
PERFORMANCE COMPARISON OF MODELS BM25 AND DR ON DEV AND

TEST SETS ACROSS DIFFERENT RECALL METRICS.

Models Recall@1 Recall@3 Recall@5 Recall@10
Dev

BM25 73.58% 83.02% 86.01% 88.88%
Dr 85.43% 89.01% 93.45% 96.84%

Test
BM25 74.21% 84.33% 86.52% 89.32%
Dr 88.76% 90.23% 95.03% 97.05%

According to the previous experiments, the evaluation of
the RAG-LLM model results was conducted using two key
metrics: hallucination rate and semantic similarity. These met-
rics are crucial for assessing the accuracy and reliability of the
experimental outcomes. The hallucination rate was determined
by voting from seven experts, while semantic similarity was
computed using the TF-IDF algorithm.

In the case of the hallucination rate, the value was estab-
lished through votes cast by the seven professionals, whose
expertise and experience provide significant reference for eval-
uating the hallucination rate, ensuring objectivity and accuracy
in the assessment results. Analyzing the hallucination rate
can help researchers identify issues and biases present in the
experimental outcomes, allowing for necessary adjustments
and improvements to enhance the reliability and effectiveness
of the experiments.

As another key metric, semantic similarity plays an essential
role in evaluating the semantic accuracy of the experimental
results. Semantic similarity is quantified using the TF-IDF
algorithm, which measures the degree of semantic similarity
between texts. In the evaluation of experimental results, the
level of semantic similarity reflects the proximity between
the experimental outcomes and actual situations. A higher
semantic similarity indicates greater consistency and accuracy
between the experimental results and real-world conditions,
while a lower semantic similarity may suggest potential se-
mantic biases or errors within the experimental results.

(1) Hallucination Rate Analysis. This section compares the
degree of hallucination phenomena exhibited by large models
before and after optimization across different scenarios, as
illustrated in Figure 3. The analysis of optimization results



reveals that hallucination issues are alleviated in all scenar-
ios post-optimization. For instance, in the vehicle after-sales
scenario, hallucination rates for Llama decreased by 25.8%,
while ChatGLM showed a reduction of 29.7%, with ChatGLM
exhibiting the most significant improvement.

Fig. 3. Comparison Analysis of Hallucination Rates Before and After ”Fine-
tuning + Optimization” for Different Intents in LLMs.

(2)Semantic Similarity Analysis. According to the data
presented in Figure 4, all models exhibited improvements in
performance following optimization, with increases ranging
from 15.6% to 25%. ChatGLM demonstrated the best perfor-
mance in this process, followed by Baichuan, while ChatGPT
and Llama showed comparatively lesser enhancements.

Based on the above experiments and analyses, ChatGLM
was ultimately selected for constructing a large language pre-
trained model for an intelligent customer service question
answer system in the enterprise after-sales domain.

Fig. 4. Comparison Analysis of Semantic Similarity Before and After ”Fine-
tuning + Optimization” for Different Intents in LLMs.

D. Ablation Studies

Ablation Study on Noise File Filters. Table 5 presents
the experimental results of a single model inferred with and
without noise document filters. Our findings indicate that
crucial information still exists within certain noise docu-
ments. Consequently, although the model’s accuracy improves
with the inclusion of noise documents, the hallucination rate
correspondingly deteriorates. Given that the entire model is

intended for use in a customer service system, the accuracy
metric is of paramount importance. Therefore, in our data
processing for the experiments, we opted to preemptively
exclude noise documents.

TABLE V
ABLATION STUDY OF NOISY DOCUMENT EXPERIMENT.

Noisy Document
Filter

Hallucination
Rate

Semantic
Similarity

× 12.75% 77.25%
✓ 13.42% 77.79%

Ablation Study on Each Component. We conducted
additional experiments to perform an ablation study on each
component. We compared the system’s two submodules: the
QA pair matching module of the twin-tower model and the
RAG-LLM module. The results are presented in Table 6.In
the QA pair matching module of the twin-tower model, we
assessed the performance with and without this module. As
indicated in Table 6, the removal of the QA pair matching
module resulted in significantly poorer performance in terms
of semantic similarity and no-answer rate compared to the
other two scenarios.In the RAG-LLM module, we experi-
mented with not fine-tuning the LLM model and instead re-
trieving answers directly through prompts. The results showed
a notable increase in the hallucination rate. Additionally,
within the same dataset, there was also an increase in the
no-answer rate.

TABLE VI
ABLATION STUDY ON DIFFERENT SUB-MODULES.

Noisy Document Filter Hallucination
Rate

Semantic
Similarity

No-Answer

No QA pairs 12.79% 63.21% 40%
No PEFT RAG-LLM 30% 75.23% 17%

All models 12.75% 77.25% 13%

V. CONCLUSION
This paper constructs a framework to implement a two-stage

customer service QA system. Firstly, utilizing traditional natu-
ral language processing techniques and an FAQ corpus specific
to the automotive sector, a multi-level, funnel-shaped matching
model is designed. Secondly, based on the organized knowl-
edge documents, a RAG-LLM framework is developed; when
preliminary matching is insufficient to determine an answer,
the system further retrieves relevant knowledge documents to
generate responses using a fine-tuned RAG-LLM model. This
research offers a methodological framework for the application
of intelligent QA system, significantly enhancing response
speed and answer quality.
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