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Abstract—In medicine, the images have become essential 

elements for establishing a good diagnostic. Therefore, the 
reconstruction and visualization of these medical images refers to a 
set of techniques, which make it possible to obtain information on 
the internal and external structure of an object against the 
background of an image. However, the large amount of data in 
medical image requires real-time processing. The aim of this article 
is to initiate a new research theme concerning the implementation of 
a few blocks for the reconstruction and visualization of medical 
images on a dedicated architecture FPGA (Field Programmable 
Gate array). 

A high-level hardware description language VHDL (VHSIC: 
Hardware Description Language (Very High Speed Integrated 
Circuits)) describes the different blocks of the hardware 
architecture. For this, we used CAD tools (Computer-Aided 
Design). 

Keywords—Medical Image; Binarization; Dynamic 
Inversion; Luminance; FPGA; VHDL; CAD tools. 

I. Introduction 

The beginning of medical imaging began with the 
discovery of X-rays in 1895 by the German Wilhelm Rõntgen 
[1]. In recent years, the acquisition techniques have become 
increasingly sophisticate: X-rays, Ultrasound and Nuclear 
Magnetic Resonance [2]. 

In many cases, the raw filmed image does not provide all 
the details necessary for proper interpretation or analysis. In 
other cases, it is useful to see only certain points or specific 
elements of an image while neglecting the others. To do this, 
the image must be retouches in various ways to meet our 
needs (this is image processing). 

For most methods of these processing tools (spot, local 
and global operations), the number of operations to be 
performed depends on the size of the images. Some methods 
have a high algorithmic complexity, which has the 
consequence of increasing the execution times on the 
computer (sequential calculation) [3], [4]. In order to speed 
up these processes, FPGA (Field Programmable Gate array) 
reconfigurable circuits were chose because they offer real-
time calculation (parallel calculation) [5], [6]. The 
materialization of these operations opens another aspect in 
the reconstruction, visualization and analysis of medical 
images because it allows medical interpretation in real time 
[7], [8], [9]. 

The notion of real-time processing is define that 
information must be processed at the same rate as its 
acquisition. In this context, this article proposes a hardware 
implementation of some point operations tools, allowing 
reconstruction, transformation and visualization of medical 
images in real time. 

This article is organize as follows. Section 2 presents a 
study on selected spot operations for the treatment of medical 
images. Section 3 is the essence of this work, as it includes 
the proposed hardware architecture, in order to establish the 
reconstruction, transformation and visualization of medical 
images in real time.  

The fourth section is devoted to the study of performance 
results and the synthesis of implementation of these point 
operations on the reconfigurable FPGA circuit. 

Finally, a conclusion given to summarize the work done 
in this project and provide new guidance for future work. 

II. Proposed method 

The purpose of processing an image is to extract the 
information it contains to solve a problem by eliminating 
unnecessary information. Processing takes place in several 
steps:  

 Processing to transform the image (binarization, 

dynamic inversion ...). 

 Preprocessing to improve image quality 

(Filtering...). 

 Image decomposition to extract characteristics 

(Contour, segmentation). 

Therefore, the equipment used should be improve to 
reduce the delays of reconstruction, transformation, 
processing and display of images. To do this, we propose the 
use of FPGA circuits “Fig. 1”, which are increasingly used 
and offer embedded solutions in image processing 
applications. We propose to implement, in VHDL language 
(VHSIC: Hardware Description Language (Very High Speed 
Integrated Circuits)) and using the Vivado CAD tool 
(Computer-Aided Design), treatments to offer quick and 
effective solutions. 
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Fig.1. Embedded solutions in image processing applications. 

For our work, we use the medical image presented in 
grayscale “Fig. 2”, whose pixels are coded on 8 bits. The size 
of this image is 600 x 519 pixels. 

 

Fig.2. Medical image selected for treatment. 
A. Simple thresholding 

Simple thresholding is to turn a grayscale image into a 
binary image (0 and 255). By taking a threshold value (S), the 
pixel value 𝐼(𝑥, 𝑦) will be calculated as follows: 

𝒊𝒇      𝐼(𝑥, 𝑦) < 𝑆      𝒕𝒉𝒆𝒏      𝑇(𝑥, 𝑦) = 0          (1) 

                                      𝒆𝒍𝒔𝒆    𝑇(𝑥, 𝑦) = 255  

With:   𝐼(𝑥, 𝑦)   the input pixel values. 

     𝑇(𝑥, 𝑦)  output pixel values (processed pixels). 

     𝑆     the value of the threshold 

B. Dynamic Image inversion 

Dynamic inversion is an image transformation, which 
consists in reversing the black and white extremes. 
Sometimes we distinguish certain details better in a medical 
image in white on a black background than in black on a 
white background. the pixel value 𝐼(𝑥, 𝑦) will be calculated 
as follows: 

𝑇(𝑥, 𝑦) = 255 − 𝐼(𝑥, 𝑦)                               (2) 

With:   𝐼(𝑥, 𝑦)   the input pixel values. 

     𝑇(𝑥, 𝑦)  output pixel values (processed pixels). 

C. The luminance 

The luminance of an image is defined as the average of 
the pixels in the original image:  

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
1

𝑁. 𝑀
∑ ∑ 𝐼(𝑥, 𝑦)

𝑀−1

𝑦=0

𝑁−1

𝑥=0

                    (3) 

        With:    𝐼(𝑥, 𝑦)   the input pixel values. 

        𝑁           the number of rows. 

        𝑀       the number of columns. 

Adding a constant value to an image causes its overall 
brightness to increase and subtracting a constant value from 
an image causes its overall brightness to decrease. 

D. Hardware Architecture 

The hardware architecture of the system “Fig. 3” consists 
of several blocks, allowing the reconstruction, transformation 
and visualization of our image: 

 Block of the original image (Image original),  

 Block that will perform a simple thresholding of our 

image (Image Binarization), 

 Block to perform dynamic image inversion 

(Dynamic Image Inversion), 

 Block to adjust the luminance in the image (Image 

Luminance).  

The pixel values of the image (Paramet_In) arrive 
successively to the system, whose processing at the level of 
the four blocks is carried out in parallel. We used a 
multiplexer at the output of these blocks, which has two 
command switches, to allow us to display the desired image 
(Paramet_Out). Both switches are located on the 
development board containing the FPGA circuit. 

The process is synchronized on a clock (Clk), whose cycle 
number equals the number of pixels in the image (the image 
size). 

 

Fig.3. Hardware architecture. 



III. Results and discussions 

After the implementation of the hardware architecture 
under the Vivado environment, we perform an RTL analysis 

on the system file. The system model (design) will be display 
in a logical view “Fig. 4”. 

 

 

Fig.4. A logic view of the design 

As we recorded the functional simulation (test bench) of 
each block of the system under the Vivado environment, to 
verify our calculations made on the input pixel values. 

A. Image original block 

This block allows the reconstruction and visualization of 
the original image “Fig. 14.a”, of which we use a register with 
parallel loading of 8 bits, which memorizes the values of the 
input pixels (Paramet_In) successively “Fig. 5”. 

 

Fig.5. A logical view of the Original Image block. 

The memorization of input pixel values at each clock 
cycle is show in the following figure “Fig. 6”: 

 

Fig.6. The test bench of the Image Original block. 

 

B. Image Binarization block 

By choosing the threshold value, we apply the 
mathematical function “(1)”, which allowed us to binarize the 
input image “Fig. 14.b”. For this, we use in this block, a 
register with parallel loading for the memorization of the 
values of the input pixels (Paramet_In) and a logical 
comparator, which makes it possible to make the comparison 
between Paramet_In and the chosen threshold “Fig. 7”. 

 

Fig.7. A logical view of the Image Binarization block. 



The verification of calculations using functional 
simulation “Fig. 8”. 

 

Fig.8. The test bench of the Image Binarization block. 

 

C. Dynamic Image Inversion block 

After applying the mathematical function “(2)” to all the 
pixel values of the image (Paramet_In), we reversed the 
dynamic of the input image “Fig. 14.c”. This block uses a 
parallel load register for storing input pixel values 
(Paramet_In) and a reverse logic gate for dynamic inversion 
“Fig. 9”. 

 

Fig.9. A logical view of the Dynamic Image Inversion block. 

The inversion of the pixel values is check in the following 
figure “Fig. 10” after their memorization by the register. 

 

Fig.10. The test bench of the Dynamic Image Inversion block.    

       

D. Image Luminance block 

Since the image is perfectly illuminated, we chose to 
adjust the luminance by subtracting from each input pixel 

value (Paramet_In) a constant (the choice of the constant is 
arbitrary), which caused an overall decrease in luminance on 
the input image “Fig. 14.d”. This block uses a parallel load 
register that stores input pixel values and an algorithm that 
performs a binary subtraction between Paramet_In and the 
chosen constant “Fig. 11”. 

 

Fig.11. A logical view of the Image Luminance block. 

The verification of calculations using functional 
simulation “Fig. 12”. 

 

Fig.12. The test bench of the Image Luminance block. 

The multiplexer used in this hardware design, for the 
choice of the processed image to be visualize is define by the 
following figure “Fig. 13”. 

 

Fig.13. A logical view of the multiplexer. 

The result of our treatment on the chosen medical image 
using the hardware design is present in the following figure 
“Fig. 14”.



 

Fig.14. Images obtained after hardware implementation of the system. (a). Restitution of the original image. (b). Binarization of the original image. (c). 

Dynamic inversion of the original image. (d). Adjusting the luminance in the original image. 

 

IV. Conclusion 

Image processing is the new gateway for medical 
applications to help the physician make a decision. Our 
application consisted in implementing some medical image 
processing tools (reconstruction, transformation and 
visualization) so that the doctor’s decision is make in real 
time. 

Our work consisted in processing the medical image in 
real time (restitution, binarisation, dynamic inversion and 
luminance adjustment), whose material architecture of the 
proposed system realized these four transformations at the 
same time (parallel calculation); processing each pixel value 
of the image in a clock cycle (the clock cycle is 20 ns). So, 
the image processing time equal to the size of that image 
multiplied by the clock cycle. 

Our future work will focus on: 

 Make an automatic selection of the threshold for 

thresholding (for example, binarization). 

 Realize hardware designs for other image 

processing tools (filtering, segmentation...). 

 Use hardware classifiers for recognition of 

abnormalities in medical images. 
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