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Abstract— In order to diagnosis the liver cancer in early 

stage, the liver segmentation technique for image processing had 

been challenged by the non-homogeneous Hounsfield Unit (HU) 

of nearby area around the liver in 3D computed tomography 

image (CT image) and the similar morphological shape of nearby 

organ. The previous study reported the high accuracy and 

precision segmentations by using hybrid method, (combining 

image-based and model-based method). In order to reduce the 

processing time of segmentation, this U-Net model was developed 

by using the training dataset (16 images) and testing dataset (4 

images) from the Segmentation of the Liver 2007 (SLIVER07). 

The results showed the high accuracy segmentation operated 

under 0.02 seconds per slice. 
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I.  INTRODUCTION  

In 2012, GLOBOCAN reported 8.2 million deaths and 14.1 
million new cancer cases worldwide [1]. In developed 
countries, such as Thailand, the liver cancer was the leading 
cause of cancer death. In order to reduce the risk of cancer 
death, the abdominal computed tomography (CT) images were 
examined and diagnosed in early stage patients.  

To produce the abdominal CT-images, the radiographic 
tube emits the X-rays in cross-sectional direction to the target 
organs. While rotating around patient, the narrow fan beam 
was emitted, transmitted though the patients, and entered the 
array of detectors on opposite side. Due to the non-
homogeneous density of patient body that X-rays transmitted, 
the different amount of X-rays were detected and represented 
in Housefield Unit (HU). Nowadays, the most of CT-Scan 
machines are multi-slice CT (MSCT, Figure 1), which is 
developed from single-slice CT (SSCT) by increase the rows of 
detector array (4, 8, 16, 24, 32, 64, 128, 256, 320 slices)[2],[3, 
pp. 6–10]. Consequently, MSCT machine had capacity to 
record the multiple images in one scanning shot leading to 
product the high resolution images and significantly reduce the 
total operating time to scan. 

 

Figure 1. (Left) SSCT arrays containing single, long 
elements along z-axis. (Right) MSCT arrays with several rows 
of small detector elements. [4, pp. 57–68] 

 However, the current diagnosis of liver cancer with 
Computed Tomogram (TC-Scan) was time-consuming process 
due to the size of image and complexity of organ images 
around the liver. The organ photography contained the three-
dimension (3D) data with size of N × 512 × 512, where N is 
the resolution of scanning in millimeter. The high resolution 
TC-Scan image required longer time and amount of computing 
resources to process. Furthermore, the abdominal CT-Images 
possibly contain the nearby organ in abdominal cavity, such as 
liver, kidney, and spleen. These organs have overlapped range 
of Housefield Unit (HU) (Table 1) and difficult to segmenting 
and clustering with image processing techniques. 

 The rest of this article is organized as follows: Section II 
explains the base of this research from some studies related to 
segmentation of the liver from CT-Images and method to 
segment the object from background images. Section III 
Introduces the description of our U-Net Model for Efficient 
Liver Segmentation method. Section IV presents the 
experiment process and results of our method. Finally, Section 
V, conclusions the article. 

 

 



TABLE I   Hounsfield numbers for selected tissues 

Tissue HU Value 

Air -1000 

Lung parenchyma -910 to -850 

Fat -70 to -110 

Water 0 

Kidneys 27 to 30 

Pancreas 20 to 30 

Brain 35 

Muscles 40 

Liver 45 to 65 

Spleen 50 

Fresh blood in the brain 65 

Bone 1,300 

 

II. RELATED WORK 

In 2007, the Medical Image Computing and Computer 
Assisted Intervention Society (MICCAI Society) initiated 
Segmentation of the Liver 2007 (SLIVER07) competition [5]. 
The research competitor teams received CT-images set for 
training (20 images) and testing (10 images) and used the five 
criteria, which were Volumetric Overlap Error (VOE), Relative 
Volume Difference (RVD), Average Symmetric Surface 
Distance (ASSD), Root Mean Square Symmetric Surface 
Distance (RMSD) and Maximum Symmetric Surface Distance 
(MSSD) [6]–[8], for evaluate the accuracy and precision. 

Since the SLIVER in 2007, the number of researches about 
segmentation of the liver from CT-Images had published. Chen 
et al. (2012) classified the method to segment the object from 
background image into three groups [9]: 

1) Image based method that used image processing 
technique with raw data in CT-image, such as thresholding 
extraction, region growing [10], [11], Morphological 
operations [12], Active contours [13], [14], Live wire[15], [16], 
Watershed [17], Fuzzy connectedness [18], Graph Cuts[19]–
[21]. These methods required the high quality of CT-images to 
archive high accuracy and precision. 

2) Model based method that used the synthetic statistical 
models, such as statistical active shape modes [22]–[25], 
statistical active appearance models [26], [27]. These methods 
did not require the high quality CT-image, but required a 
number of CT-images instead. 

3) Hybrid method that combined the image based method 
and model based method [9], [28]–[30]. 

The recent researches of CT-image segmentation for liver 

cancer had been reported by using the hybrid method. In order 

to practical use in clinics, this study is trying to reduce the 

long image processing by finding an optimized modeling 

template for use the hybrid methods with parallel processing. 

This U-Net Model for Efficient Liver Segmentation from 3D 

CT Data is developed by training data set to find the best 

template that can learn the value of HU and the shape of liver. 

III. MATERIALS AND METHODOLOGY  

A. Data Preparation 

Our test dataset comprised 20 CT from the database of 3D 
Segmentation in the Clinic: A Grand Challenge Liver 2007 
(SLIVER07) competition, as summarized in Table I and Group 
CT Image for training and testing set data from 20 CT original 
as summarized in Table III and Table IV  

TABLE II 

Description for 20 CT Image 

 

TABLE III  

Group CT Image 

 

TABLE IV 

Group training and testing set data   

 

B. U-Net 

The U-Net is convolutional network architecture for fast 
and precise segmentation of images [31], This is that process 
copying low-level properties to the corresponding high level, it 
actually creates a path for dissemination of information that 
allows the signal to spread between low and high levels more 
easily, which not only facilitates backward propagation during 
training sessions, but also compensates low-level finer details 
to high-level semantic features. In this article, utilize U-Net 



architecture is illustrated in Figure 2. It consists of a contractive 
path on the left and an extensive path on the right. 

 

Figure 2. The fully CNN called U-Net 

 The U-Net architecture include input layer, convolutional 
layer, pooling layer, up sampling layer and output layer. In this 
work propose loss function based on dice coefficient, which is 
a quantity ranging between 0 and 1 which we aim to maximise.  

IV. EXPERRIMENTS 

To demonstrate the accuracy and effectiveness of the 
proposed format as discussed below. 

A. Preprocessing Histograms 

The proposed algorithm is the preprocessing histograms of 
intensity distributions of abdominal computed tomography 
images. Uses three functions for normalization data as follows: 

 
(1) 

 

(2) 

 

(3) 

 

B. Evaluation Metrics 

 
 

C. Comparisons 

 

V. CONCLUSION 

The U-Net model for efficient liver segmentation was 
developed by using dataset from the Segmentation of the Liver 
2007 (SLIVER07) competition. The 123,689 parameters in    
U-Net model were trained with sixteen datasets and tested with 
four datasets. The results showed that this novel U-Net model 
had capacity to archive high accuracy segmentation with the 
average processing time of 0.02 seconds per slice. 
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