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In 2016, Johnson et al. [13] propose a kind of perceptual loss that calculate the
distance between two images’ feature map extracted by VGG16, and they demon-
strate that it has remarkable performance in style transfer and super-resolution.
After that, Zhang et al. [29] make a comparative survey on the performance of
classic and deep perceptual metrics, they �nd that deep features outperform all
classic metrics by large margins. Recently, many works integrate perceptual met-
rics into GANs. In [10], SSIM and perceptual loss by using VGG19 are applied
to cycle consistency loss for improving the quality of generated images. Di�er-
entiating from all the above works, we do not adopt the ImageNet pre-trained
model to calculate the perceptual loss for cycle consistency, but creatively utilize
inherent generators of CycleGAN to calculate it.

3 Approach

Our goal is to generate realistic SAS images in a controllable way by leveraging
computer graphics and deep learning. We follow the two-stage paradigm, our
framework consists of two components: (1) an optical renderer that is able to
generate guide images according to scene settings, (2) a powerful and robust
image-to-image translation network that is responsible to translate guide image
to realistic SAS image. Note that we simulate very simple guide images which
only contain object and shadow information in the �rst stage, and our emphasis
is on the second stage.

3.1 Optical Rendering

To acquire guide images, we utilize Blender, a free and open source software
with ray-tracing-based optical renderer. By using it, users are able to build
scenes conveniently in accordance with speci�ed settings and directly acquire
high-quality optical images through the built-in optical renderer.

Fig. 1. A brief sketch of scene setting. The plane is in�nite and the parallel light source
consists of many dense point light sources in line. We use this way to model the scene
and simulate guide images.


















