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Abstract. In today's digital era, consumers rely more and more on the systems 
that provide them with a personalized experience. In interacting with the sys-
tem, these consumers create more and more data of different types (click-
through rates, items viewed, time spent, number of purchases, and other met-
rics.). This extensive collection of data from various users is used only to im-
prove the personalizing experience of the users. These systems that utilize con-
sumers' data to create a more personalized and customized user experience are 
called Recommender Systems. Recommender Systems play a huge role in help-
ing companies create a more engaging user experience. E-Commerce giants like 
Amazon and Flipkart employ such Recommender Systems. These can learn 
from the user-system interaction the likes and dislikes of users and can promote 
the visibility of items that interest the user. They are also helpful in luring the 
customer to buy those things he would have to search for manually in the ab-
sence of such a system, which can recommend the item to a user based on his 
previous interactions. Streaming services like YouTube, Amazon Prime Video 
and Netflix also use Recommender Systems to suggest movies/shows that the 
user might like based on the watch history. This study proposes a hybrid model 
with item-item collaborative filtering using a graph, user-user collaborative fil-
tering based on textual reviews and ratings, and demographic data to generate 
accurate product recommendations that address the cold-start issue. 
 
Keywords: recommender systems, collaborative filtering, cold-start issue, hy-
brid model, item-item graph, user-user collaborative filtering 

1 Introduction 

The importance of recommender systems in any market segment where customer 
interaction happens is increasing daily with the increase in data that people are gener-
ating using intelligent devices and systems linked with the web. Thus, any company 
or firm must utilize the customer-system interaction to maximize the profits as much 
as possible. Recommendations are generated using many different approaches and 
algorithms, most of which can be studied as research problems, making this field very 



2 

intriguing. This paper further explores one such segment in this area: Product Rec-
ommender Systems using Graph Data Structures. 
 
1.1 Non-personalized recommender systems 

Non-personalized recommendations refer to suggestions or recommendations which 
are not meant for one single user or type of user. They are comparatively easy to gen-
erate, and any prior information about the users is not required to be known. The rec-
ommendations generated, in turn, are more general than specific to users. These in-
clude showing the most popular products in each category, the most ordered items in 
a specific time window in the recent past, and many more methods. 
 
1.2 Personalized recommender systems 

Personalized recommendations are those generated using data about one user or a 
group of similar users. These require data about each user to be known beforehand 
and are challenging to generate compared to non-personalized recommendations. The 
recommendations generated are specific to users as the data used was also specific. 
So, these include showing any user what he would like to purchase next based on his 
order history or watch history. Personalized recommender systems need user-specific 
data to generate accurate and meaningful recommendations. As mentioned before, 
this process is complicated compared to non-personalized systems, and hence we may 
face more problems. Such problems can be a lack of data about the user to generate 
recommendations (data sparsity), inability to generate recommendations for many 
users at a time (scalability issue), and other issues. 
 
1.3 Types of Personalized Recommender Systems 

• Collaborative filtering: These systems aggregate ratings of objects, identify simi-
larities between the users based on their ratings, and generate new recommenda-
tions based on inter-user comparisons. 

• Content-based: Here, the objects are mainly associated with each other through 
associated features. Unlike collaborative filtering, the system learns the user's in-
terests based on his interaction with the system and not by relating his behaviour 
to other users. 

• Demographic-based: It categorizes users based on demographic classes. It is 
comparatively easy to implement and does not require history or user ratings. 
Demographic systems use collaborative correlations between users but use dif-
ferent data. 

• Hybrid: These combine any two of the systems mentioned above to suit some 
specific industry needs. As it can combine two models, it is the most sought-
after in the industry. 
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Fig. 1. Concept of Collaborative Filtering 

 
 
This study focuses on the possible solutions to the cold-start issue in content-based 

recommender systems. Collaborative filtering recommender systems are the most 
widely used technologies in the market. They use the data of users of the system in 
correlation with each other. This interaction of multiple users' data to infer associa-
tions and recommendations assumes that the users who have agreed on something in 
the past will agree in the future and hence be interested in a similar type of object. 
This collaboration filtering among the user data is very interesting. Hence, this paper 
will be focusing on this aspect, along with some metadata, to address the issue of 
cold-start recommendations. 

 
Memory-based approaches to collaborative filtering can be either user-item filter-

ing or item-item filtering. As their name stand, user-item filtering focuses on a partic-
ular user and finds similar users based on item ratings. On the other hand, item-item 
filtering takes an item and, based on some users who liked the item, finds other users 
who also liked similar items. 

 
On the other hand, model-based approaches are developed using machine learning 

algorithms. These approaches can be clustering-based, matrix factorization based or 
deep learning-based models. 
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The primary difference is that the memory-based approaches do not use parametric 
machine learning approaches. However, we use similarity metrics like cosine similari-
ty or Pearson correlation coefficients, which are based on arithmetic operations. 

Table 1. Types of Collaborative Filtering Approaches: Advantages and Disadvantages 

Type of CF Definition Advantages Disadvantages 

Memory based CF 

Find similar users based on cosine similarity 
or Pearson correlation and take the weighted 
average of ratings 
 

Easy creation and 
explanability of re-
sults 
 

Performance reduces 
when data is sparse, 
so non scalable 
 

Model based CF 
Use machine learning to find user ratings of 
unrated items e.g., PCA, SVD, Neural net-
works, matrix factorization 

Dimensionality re-
duction deals with 
missing/sparse data 

Inference is intracable 
because of hid-
den/latent factors 

 

2 Literature Survey 

The authors of [1] propose a text review-based collaborative filtering recommender 
system which extends a text embedding technique. This method is used to predict 
ratings and generate recommendations. 

The authors of [2] propose constructing a hybrid model based on studying two proba-
bilistic aspect models combined with user information such as age, gender, and job. 
This model posits that people with comparable characteristics (age, gender, and occu-
pation) have similar interests. In the event of a large dataset, these three features are 
ineffective. Other options for improving performance can also be chosen. 

The authors in [3] propose a Demographic collaborative recommender system which 
initially partitions the users based on demographic attributes and then clusters them 
based on ratings using a k-means clustering algorithm. 

The authors in [4] try to base recommendations solely on users' demographic infor-
mation by conducting k-means clustering experiments. The results did not exhibit any 
correlation between ratings and demographic features. 

The authors in [5] demonstrate two recommender systems: one that uses projections 
of the bipartite user-item network to generate recommendations and compare the per-
formance and a straightforward approach that uses a probabilistic model without 
graph structure. 

The authors in [6] propose to eliminate fake reviews by performing sentiment analysis 
on them in order to avoid ambiguous recommendations. 
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The authors in [7] propose a probabilistic model to offer non-registered users a natural 
interface based on uncertainty rules. This natural interface allows the new users to 
infer their recommendations. The model automatically calculates the probabilities of 
non-registered users liking or disliking an item and the probability that the non-
registered user either likes or dislikes similar items. 

The authors of [8] present a solution to the cold start problem based on a probabilistic 
machine learning model that takes advantage of data obtained during acquisition. The 
model extracts information that can be used to forecast customer behavior in the fu-
ture. It is called the 'First Impression Model' (FIM) by the authors, and it is based on 
the idea that the behaviors and choices of newly acquired customers might reveal 
underlying features that are predictive of their future behavior. 

The authors in [9] propose a new recommendation model. This heterogeneous graph 
neural recommender learns user-to-item embedding using a convolutional graph net-
work based on a heterogeneous graph constructed from user-item interactions, social 
links, semantic links predicted from the social network and text reviews. 

 
2.1 Inferences 

Currently, there are minimal applications of the same in a case where a new user reg-
isters with the system, and there is not enough data to generate recommendations. 

What is intriguing is that despite the users generating new data constantly and the 
same being uploaded to the web, the cold-start issue is something that renders the 
recommender systems useless for new users. Moreover, since the user has never in-
teracted with the system before, there was no data collected regarding user activity. 
Hence, the model has nothing to work on to generate recommendations for the same 
user. 

This study aims to utilize the user-user collaborative filtering based on textual reviews 
and item-item graphs based on item similarity along with demographic data to im-
prove the quality of recommendations and try to soothe the cold-start problem. A 
survey of the existing recommender systems was also done to understand the working 
of various product recommender systems. 

 
2.2 Objectives 

Product recommender systems: As mentioned above, product recommender systems 
play an essential role in the current era. Therefore, it is crucial to study and examine 
the working, architecture, and performance of different possible methodologies for 
generating user product recommendations.  
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Objective 1: To study and thoroughly understand the working of different product 
recommender systems. 

Item-item recommender: The graph data structure allows us to represent and visualize 
metadata related to items in a single graph.\newline  

Objective 2: Using metadata, generate an item-item graph with all items (including 
new items). 

User-item recommender: Collaborative filtering systems utilize the sparse matrix 
embeddings of all user-item interactions in the system and use similarity measures to 
find the most similar users based on their behavior.  

Objective 3: To apply a collaborative filtering method on textual reviews and star 
ratings given by users on the items. 

Cold-start issue in Product Recommendation: Cold-start issue, called data-sparsity, is 
a scenario where the recommendation engine does not have enough data about the 
users and items in the dataset to generate accurate recommendations. This problem 
can be alleviated by including more data about users and items, like demographics, 
social networks, and other types of information. 

Objective 4: To utilize demographic data of users to find similar users to new users in 
the system. 

3 Proposed System 

 
Fig. 2. Hybrid Architecture of Recommender System 
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Fig. 3. Process of Recommendation using proposed Hybrid method 
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User-user Collaborative Filtering: User-User Collaborative filtering considers all 
users' purchase and rating history by constructing a sparse user-item matrix with val-
ues as ratings given by users to corresponding items. Each row as a 1-D vector depicts 
the items a particular user has rated. Top N similar users are fetched by calculating 
cosine similarity between the vectors. Using the similarity gives us the most similar 
users to a given user. In the case of new users, it groups them based on demographic 
data. So, whenever a user is given who does not have a rating history or has pur-
chased and rated very few items, similar users to him will be found using clustering 
done based on the demographic data of all the users. Then the items in the purchase 
history of fetched similar users will be given as input to the item-item graph, and 
more items will be fetched to recommend to the given user. In this way, the recom-
mendations given by the model will not be limited to the purchase history of other 
users. However, they will also recommend more similar items to those already pur-
chased by a set of similar users. 

Item-Item similarity: An item-item graph is constructed, and the edge weight be-
tween any two nodes is calculated based on the similarity between categories that 
apply to those two items. Then after setting a threshold value for neighboring items in 
the graph, similar items to one item are fetched from the same graph. Finds similar 
items using items metadata based on the Similarity formula given below: 

 Similarity = !"."$	&"'()	*+,*	,'-	."//"0	1-*&--0	2,*-3"'4-)
5"*,6	0"."$	&"'()	40	1"*+	2,*-3"'4-)

 (1) 

where, 0 £ similarity £  1,  
such that: 0 is the least similar and 1 the most similar. 
 
Following graph related measures were used: 
o DegreeCentrality: this is the measure of centrality. As the graph is undirected, it 

is defined as the count of the number of neighbors a node has. 
o ClusteringCoeff: by definition, this is a measure of the degree to which nodes in 

a graph tend to cluster together. 
 
 

Recommendation Methodology 
 
o For Registered users: similar users will be fetched by collaborative filtering us-

ing a sparse user-item rating matrix. The similarity of the two users is computed 
using the dot product of their rating matrices. 

 
o For New users: similar users will be fetched using clustering of demographics 

data. Clustering will be done based on specific demographic features of users 
like – age and gender. After fetching similar users from a demographics perspec-
tive, top-rated products of those users will be recommended to the concerned us-
er. 
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o Positively reviewed and rated items of filtered users (from collaborative filtering 
in case of old users and clustering in case of new users) will be fed into the item-
item graph to get recommendations. 

o For New Item: New items will already be included in the item-item graph con-
sidering their metadata. 

 
Evaluation For recommended items, the familiar words between the set of categories 
for the input item and the recommended item are checked for accuracy. For each set 
of similar users, ratings are predicted for items they have not yet rated. Root Mean 
Squared Error (RMSE) and Mean Absolute Error (MAE) are considered metrics. 
 

𝑅𝑀𝑆𝐸 =	'
∑(9!:9")#

0
           (2)      𝑀𝐴𝐸 =	

<(9!:9")<
0

          (3) 

 
where,  
𝑦! = 	actual	value,  
𝑦" = 	predicted	value and  
𝑛 = 	number	of	observations  
 
Categories similarity calculation: 
1. The purchased books list of a customer is shuffled and divided into two lists of 

equal length: purchased and validation set. 
2. For each book in the purchased set, top-k books are recommended to the user. 

All these books form the list of recommended books.  
3. The categories of all the books in recommended and validation sets are fetched 

from the dataset and appended together for all books to form two strings – one 
containing all the categories of books in the validation set and the other having 
all the categories of books in recommended set.  

4. Using the previously mentioned formula, the similarity is calculated between 
these two strings. 
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4 Results and Analysis 

4.1 Inferences 

Item-item collaborative filtering is done by constructing a similarity graph which 
considers all the category labels that apply to each item in the dataset.  
Based on the input item, the neighboring nodes in the graph that satisfy a predefined 
threshold similarity value are chosen, called the Degree-1 network of that item. 

 

 
Fig. 4. Degree-1 Network of given product 

 

 
Fig. 5. Trimmed Graph with edge weight threshold of 0.5 

 
4.2 User ratings prediction based on textual reviews 

Rating is predicted based on sentiment analysis of textual reviews given by the users. 
A predefined python package ‘TextBlob’ is used to get the polarity of reviews, which 
utilizes rule-based Natural Language Processing methods to estimate the polarity of 
input text in the range of [-1,1], where -1 being the most negative and one being the 
most positive. 
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Then, based on the comparison of predicted sentiment and actual sentiment from the 
given ratings, accuracy is calculated: 

 

 
Fig. 6. Accuracy of Review sentiment 

 
4.3 User ratings prediction based on textual reviews 

Using the user-item rating sparse matrix mentioned above, similar users are fetched, 
and ratings are predicted for the items the user has not yet rated. Then RMSE and 
MAE are calculated based on the predicted ratings and actual ratings the user gives. 

 

Fig. 7. RMSE and MAE of predicted Ratings 
 

4.4 Final Recommendations 

Similar users are fetched based on the input users ID in the final step of generating 
recommendations, and ratings are predicted for non-rated items. Then the items with 
the highest predicted rating for that particular user are given input into the item-item 
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similarity graph to fetch recommendations for each item that the user is likely to rate 
high. 

 

Fig. 8. Comparison of proposed (user-based CF based on textual reviews) and exist-
ing recommendation method (item based CF) [20],[15]: Comparing the MAE and 
RMSE values on Amazon Books dataset using Item-item CF and user-user CF. It is 
seen that there is a slight reduction in both metrics when we try to predict ratings of 
items using user-based CF based on user-item sparse matrix. 

Conclusion 

The growing amount of user and item data is being used to improve the accuracy and 
efficiency of product recommender systems, which has improved the domain's appeal. 
We have attempted to use the depth of data in terms of features and size, trying to 
provide reliable recommendations for new users and items. This study examines sev-
eral approaches, tactics, and recommendation algorithms in-depth and suggests a 
hybrid architecture to address the cold-start problem, which uses an item-item similar-
ity graph and user-user collaborative filtering based on textual reviews (For new us-
ers, we consider their demographic data). In turn, the combination of products and 
user demographics data can be used to address data sparsity, resulting in recommen-
dations being generated even for cold-start users and products. To further try and 
improve the quality of recommendations, one can consider more features of users' 
data to group and find users of similar interests. Furthermore, the same model can be 
scaled to construct a graph of a larger dataset of items to include items across differ-
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ent categories, and users can also be categorized according to different demographic 
data like location and age group to improve the accuracy of recommendations across 
multiple users and multiple categories of products. We sincerely hope that the re-
search and analysis presented in this work will aid other researchers in better under-
standing and exploring the applications of various models to improve the overall qual-
ity of recommender engines. 

 
 

 
Fig. 9. Final generated Recommendations and similarity measure in purchased and 
recommended items 
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