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Abstract—Image deblurring techniques that uses deep learning 

have shown great potential but due to low generalizability, noise 

immunity and the correlation among different pixels is not 

addressed in detail that results in unwanted artifact that appears 

in the deblurred image. To tackle this problem an end-to-end 

approach is proposed for the recovery of sharp image from 

blurred one without the estimation of blur kernel. A special type 

of attention module known as crosshatch attention is used after 

Residual Block of Generator model for removing noise and for 

the collection of correlation of different pixels in an image. 

Hybrid Loss function is defined which focus on different part of 

image and improve edges and texture details. The performance of 

the model for deblurring is measured on GoPro dataset. Our 

proposed model has slightly higher objective and subjective 

evaluation i-e PSNR, SSIM value and the visual results. 

 
Index Terms— adversarial Training, blind Image deblurring, 

image restoration, generative adversarial networks, GANs 

 

I. INTRODUCTION 

he deblurring of images is the critical task in the field 

of computer vision and image processing. The aim of 

this technique is the recovery of clear images from the 

degraded version of images. There can be several reasons of 

blur that is present in an image as various factors are involved 

while capturing e-g motion blur, shake of camera or noise can 

be present. Blurred image can cause problem in facial 

recognition, [1] generating underwater images [2], medical 

image recognition [3] and video surveillance [4]. Blurred 

images are the result of moving object or due to the movement 

of camera. The prevention of image degradation and at the 

same time improvement in the quality of image are the major 

concerns. This paper solely focuses on dynamic image 

deblurring. The motion blur usually appears when there is 

dynamic movement between the camera and the captured 

object. The reason of motion blur can be fast moving object or 

shake in camera. The blurring in an image is the result of 

relative motion between the capturing device and object 

diminishes the precision of visual perception of human, but it 

can be challenging for further computer vision and image  

 

processing analysis. Additionally, to reduce the image 

degradation caused due to deblurring and the enhancement of 

quality of image simultaneously has been a major concern in 

the realm of image processing. Image deblurring is useful in 

the recovery of lost details and enhanced image analysis in 

many fields. It includes an extensive range of applications 

because it is a valuable asset in many fields.  Generally, 

dynamic blur is defined as: 

 𝐵 = 𝐶. 𝐻 + 𝑁 (1) 

      Where B is referred as the blurred image, C is the clear 

image, (.) defines convolution, H is the blurring filter and N is 

the additive noise that is present in the image. The image 

deblurring algorithm is categorized into two types: Blind 

image deblurring [5-10] and non-blind image deblurring [11-

13]. Non-Blind image deblurring methods are not able to 

perform well due to estimation of blur kernel. The traditional 

techniques usually rely on the assumption in the process of 

blur for the recovery of sharp latent image. Optimization 

based algorithm are involved in these methods for the 

restoration of image details and for estimating the kernel that 

cause blur. By the evaluation of deep learning-based 

approaches Blind image deblurring is possible in efficient 

manner. When the model is trained on large scale datasets, 

these deep learning model can capture the finer details 

effectively even if the blur kernel is unknown. Xu et al. [13] 

introduced a technique for fixing the blur in an image using 

deep learning without knowing the details of blur. Later on, 

various deep learning approaches has been proposed for the 

estimation of blur kernel and the image quality of traditional 

methods is emerged in recent times [15-17]. Sun et al. [14] 

suggested a CNN technique for successfully estimating the 

blurred kernel but they assume that the image is blurred 

uniformly across its local regions Gong et al.  [15] Employed 

a fully convolutional neural network for predicting directly the 

flow of motion within the blurred image. Chakrabarti et al. 

[16] developed a technique for blurred kernel estimation and 

image features are extracted by using different filters and are 

combined with neural networks. The blurred kernel is 

estimated of varying sizes, but it tends to blur edge feature in 

the resultant image. Ringing artifact is present in these 

techniques as the accuracy for estimating the kernel that cause 
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blur is not sufficient results in non-uniform blur across the 

image. Nah et al. [5] suggested a multi-scale CNN approach 

for the enhancement of dynamic scene deblurring by the 

refining the image from coarse to fine level. However, this 

approach depends on the significant capacity neural network 

and the proposed network is built in a way that it does not pay 

attention of how the blurring in an image happens actually. 

Tao et al. [6] suggested a scaled recurrent network. The 

complex network structure are improved by the use of 

Recurrent Neural Networks (RNN) to share weight parameters 

at each scale. Kupyn et al. [7] suggested a novel technique for 

the deblurring of image. This method is built on Generative 

Adversarial Network (GAN) and called Deblur GAN. The 

core block for generator is Residual Network. In the objective 

evaluation, it yielded average performance. An updated 

version of Deblur GAN is presented called Deblur GAN-v2 

[17]. It incorporates pyramid network in the frame work of 

GANs. Both the above network shows that the image details 

are preserved effectively through GAN architecture. Zhang 

et.al [8] created hybrid model which is the combination of 

RNN and three CNN to address the deblurring of images. This 

technique learns the importance of spatial variation weights 

and achieved comprehensive deblurring. An equilibrium 

between accuracy and runtime is achieved without multiscale 

architecture and adversarial training [12-14]. Tran et al. [20] 

suggested an enhanced technique operating in an encoded blur 

kernel space for the elimination of blurriness. However, the 

existing methods have intricate network structure, or they can 

be effective only in particular scenario. Furthermore, they are 

not suitable for handling complex blur. In contrast to 

conventional techniques of blind and non-blind image 

deblurring, the blind image techniques that are built on the 

methods of deep learning and can attain promising results 

without any assumptions. However, these methods still have 

some limitations. In dynamic scene deblurring, various types 

of blurs exist in different sections of images and the pixel 

connection is strong within each region. The random feature 

information processing at different location of images neglects 

the correlation among different pixels and the network is not 

able to learn effectively. 

    This paper primarily emphasizes on end-to-end GAN model 

and handles noise in context of image deblurring. The 

approaches based on deep learning for image deblurring offers 

strong generalizability. However, significant amount of data is 

required for this approach. A developed version of Deblur 

GAN is presented to address the issue of dynamic image 

deblurring. The Resblock is combined with the attention 

module. Different features are obtained from the images and 

correlation among them is calculated. A Hybrid loss function 

is designed to balance various aspects of image quality, pixel 

accuracy and structure preservation. This will enhance the 

performance of overall deblurring. 

    The main focus of this paper is as follow: 

 A novel algorithm is developed specifically for the 

dynamic deblurring of image using GANs. 

 Crosshatch attention is proposed after Residual block 

for capturing the correlation between the pixels of 

image, which enhances the deblurring capabilities of 

the architecture. 

 A hybrid loss function is designed for the 

enhancement in the quality of overall image. The loss 

captures multiple aspects leading to better deblurring 

results. 

 A comprehensive comparison is presented with other 

state-of-art techniques to showcase the impact of 

proposed architecture for the deblurring of images on 

GoPro benchmark dataset. 

     The subsequent sections of the paper are structured as: 

Section 2 provides the literature review of the related research. 

Section 3 outlines our suggested approach encompassing the 

architecture of network and the employed loss functions for 

our algorithm. Section 4 describes the comprehensive 

empirical results and verifies the proficiency of different 

techniques. Section 5 provides conclusive insights and 

findings from this paper.   

II. RELATED WORK 

In this chapter, the literature review of image deblurring 

algorithm is presented. The traditional image deblurring 

techniques usually focus on non-blind image deblurring. 

Blurry images are restored if we know about blur kernel. The 

blurred kernel estimation is based on assumptions. This 

assumption is used for the restoration of image. However, if 

the blur kernel is complex, it is not easy to estimate it 

completely. In simpler terms, the specific blur pattern for each 

pixel is a challenging problem in the real world. These 

traditional techniques often rely on making assumptions to 

create deblurred images. However, these techniques are 

complicated and unwanted artifacts are noticeable in the 

restored image. 

In recent times, due to advancement in deep learning 

researchers have embraced techniques that are based on deep 

learning for the task related to deblurring of images. Different 

types of neural networks including Convolutional Neural 

Network (CNN) and various types of Generative Adversarial 

Network have gained popularity and extensively employed on 

the tasks related to deblurring of images. 

In the previous years, the techniques that are based on CNN 

models are employed for the estimation of blurred kernel and 

this blurred kernel is used for the removal of blur that are non-

uniform. For example, Gong et al. [15] has employed fully 

convolutional neural network for motion flow prediction in the 

entire image. The image is estimated by the prediction of 

motion flow. This approach uses blind image deblurring 

technique for the enhancement of image, but they stick to the 

non-blind image deblurring [31, 38, 39] idea i-e to perform 

particular operation on blurred image. The quality of the result 

of deblurring algorithm heavily depends on how accurately the 

blurred kernel is estimated. Sun et al. [14] introduced an 

approach for the elimination of non-uniform motion blur. The 

convolutional neural networks are employed for motion blur 

kernel estimation for different patches of image and applied 

Markov random field architecture to simulate motion blur that 
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is uniform. The aim of this technique is to get improved clear 

image with changing motion blur pattern. 

In recent times, there has been a growing trend for the use 

of end-to-end trainable deblurring techniques for dynamic 

deblurring. These methods bypass the need of estimation of 

blurred kernel making the process of deblurring more efficient 

and it does not rely on the determination of blur 

characteristics. For example, Tao et al. [6] introduced a scale 

recurrent network for single image deblurring. The number of 

parameters is decreased in this approach in multiscale 

framework because it utilize shared network weights across 

different scales. However, it’s important to consider that this 

parameter sharing technique overlooks the characteristics of 

image feature that are scale specific and they are crucial for 

effective image restoration across different scales. Nah et al. 

[5] presented the idea for deblurring of images using multi 

scale CNN. Blurry image is taken as the input, and it produce 

deblurred image at the output. The training held in an end-to-

end way, which means it learns to deblur the image from 

coarse to fine. The multiscale framework of the network 

allows to learn the features at different scales as it takes multi-

resolution blurry image at the input which is important for 

deblurring of images that are blurred at various stages. Kupyn 

et al. [7] suggested DeblurGAN for the deblurring of images 

effectively. These GANs are based on Conditional Adversarial 

Networks [27]. They have used Generative Adversarial 

Networks with Gradient penalty. This technique follows an 

end-to-end technique for the process of deblurring i-e without 

the estimation of blurred kernel. Perceptual loss is added as 

optimization objective. In the perceptual loss calculation 

features are obtained from the images and their difference is 

measured. The empirical results shows that this method attains 

better visual effect than multi-scale convolutional networks. 

This method also has the simple network structure and faster 

running speed. However, it is still not capable to handle 

severely blurred images. Ji et al. [22] suggested a method for 

deblurring of images. U-Net structure with two decoders are 

used in this method. This method is called XY- Deblur. The 

encoder part extract features from blurry image and decoder 

part repairs the image. The two decoders learn to deblur the 

image in different ways. Output from both decoders is 

combined to reconstruct the blurred image. The two decoders 

improve the deblurring performance and model size is also not 

increased. The experiment results shows that this XY deblur 

shows better performance than the simple U-Net structure. 

Zhang et al. [8] suggested the technique that combines 

Recurrent Neural Network with three CNN for achieving end-

to-end deblurring. This method does not require adversarial 

training and multi-scale architecture. A good balance between 

accuracy and speed is achieved but a complex structure is 

required which is not ideal for handling complex blurs.  

The success of the mechanism of attention in the processing 

of natural language is an inspiration for the researchers to use 

them in the tasks related to computer vision. This mechanism 

can be used in classification of images, to focus on relevant 

parts of image. In object detection, they can also be used to 

detection and movement of object. In segmentation of images, 

they can be used for the identification of different regions in 

an image. In the restoration of image, they can be used for the 

removal of noise and blur from the image. Wang et al. [23, 24] 

proposed mechanism of attention into residual network for the 

improvement of performance of classification of images. They 

also proposed non-local neural networks. The dependencies in 

long-range are captured between the pixels of image. Hu et al. 

[25] used the excitation and squeeze block for the modeling of 

correlation between the channels of image. The expressiveness 

of model is improved by them which means more complex 

features are learned from the image. Fu et al. [26] presented a 

dual attention network. The integration of local features and 

global dependencies is done by modeling both inter-channel 

and spatial correlation. Feature expression ability of the 

network is improved for segmentation of scenes tasks. Zhang 

et al. [8] suggested a GAN- algorithm with self-attention 

which is often useful for the tasks related to the restoration of 

image. Suin et al. [40] suggested the attention mechanism for 

the tasks related to dynamic deblurring. The method is called 

Attention Guided Motion Deblurring Network. It is the 

combination of two networks attention network and deblurring 

network. Attention weights are computed for each pixel in 

blurred image in the first network and then these weights are 

used by the second network to focus on more relevant part of 

images. This network has shown effective results for motion 

deblurring but for high resolution image this network requires 

more GPU memory for high level calculations. 

III. PROPOSED METHODOLOGY 

In this chapter, the proposed method is defined. We first 

discuss the classical GANs architecture and then the improved 

version of GANs is described in detail. 

      GANs are proposed in 2014, initially in 2014 by Ian Good 

fellow et al. [27]. It represents a type of deep learning model. 
GANs have gained a great achievement in a variety of 

applications that includes image translation, conversion of one 

domain of image into some other domain [41], text-to-image 

synthesis, text information is converted into visual data [42] 

and Style transfer, artistic style of one image is applied to 

another [43]. This network also shown great success in image 

in-painting, restoration of missing parts of image [44, 45] 

Many GANs based variants have been proposed as the classic 

GANs has the issue of mode collapse and vanishing gradients. 

     The improved approach of GANs falls under the 

framework of c-GANs [21]. Unlike the classic GANs, the 
generator model takes blurred version of image at its input 

instead of random noise. The proposed framework comprises 

of four convolutional layer connected in series with nine 

Residual block and crosshatch attention block followed by two 

Deconvolutional layers. The configuration of layer one and 

four are identical. Layer one has 64 filters and layer 4 has 3 

filters. Kernel size in stride in both layers are same i-e is 7 and 

1 respectively. The two and three convolutional layers follows 

same structure. In the second layer, there are 256 filters and in 

the third layer they are 512. A kernel size and stride is same in 

both i-e 3 and 2 respectively. A Residual block comprises of a 

Batch normalization layer, ReLu layer and 3*3 Convolutional 
layer. 256 filters are present in this layer, the size of kernel is 3 
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and the stride is 1. The rate of dropout is 0.5 and identity 

connection are present followed by the crosshatch attention 

module inspired by [28].  

3.1 Crosshatch Attention module 

The suggested attention module incorporates the crosshatch 

attention technique inspired by [28] because it is efficient in 

capturing inter-pixel correlation of the whole image. The GPU 

memory usage and floating-point operations are reduced 

effectively. This attention module builds upon the concept of 

self-attention [29] this attention module gathers the 

information of spatial attention by the calculation of 

correlation between the concerned pixel and its other pixel 

within its row and column in a single feature map. 

Initially, the given local feature map having the dimensions of 

𝐶 ∗ 𝑊 ∗ 𝐻 is processed via three 1*1 convolutional layer for 
the production of three new information maps i-e Q, K and V. 

The new feature map has reduced channel dimensions than the 

original feature map. At every spatial position P in Q a vector 

𝑄𝑝 is generated. Simultaneously, for every position in K, a 

vector 𝐾𝑝 is generated which consists of Eigen vectors that 

corresponds to the other position in the same row and column. 

The correlation weights of the features are computed in this 

attention map using softmax function. The output is calculated 

by applying these attention scores to the feature map V. This 

is how we can calculate the horizontal attention. The vertical 

attention is calculated in the same way by taking the transpose 

of the feature map before passing it to softmax function. The 

output is again transposed to add it to the horizontal features. 

Horizontal and vertical outputs are added and scaled by the 

factor Gamma. The contextual details are accumulated by 

combining both the vertical and horizontal attention within the 
original feature map.  

       The blurred image is passed through one 7*7 filter and 

two 3*3 filters in the convolution operation. The features of 

image are extracted at pixel level. These features are than 

passed through 9 residual network and deep features are 

extracted. The features at the output of residual network are 

deconvolved again to keep the size of deblurred image and 

sharp image same. To avoid the chess board effect the 

deconvolution step is replaced up-sampling. The input of the 

first layer has the direct connection to the last layer with 

global skip connection. This is the generator network of the 
proposed architecture. It generates a deblurred image. This 

deblurred image is than combined with ground truth image 

and both these images are fed to discriminator network. The 

output of generator network acts as the input to the 

discriminator network i-e 256*256*3. The function of 

discriminator network is to determine if the input image is real 

or fake. It consists of series of convolutional layer along with 

batch Normalization and Activation. The activation function 

used here is Leaky Relu [42] and its parameter value is 0.2. In 

the end the output is passed through sigmoid, flatten and dense 

layer and the output at final stage is calculated within the 
range of 0 and 1 i-e if the image is clear or generated. The job 

of the discriminator is like the assistant of the generator which 

let the generator to produce deblurred image which is very 

near to its corresponding sharp image. 

    We design hybrid loss function in our proposed 

architecture. The selection of loss function is linked with the 

effectiveness of architecture. In the architecture of Deblur 

GAN, loss function is the combination of Adversarial loss and 

Content loss. We combined these two loss functions with two 

more loss functions i-e pixel loss and gradient loss to compute 

pixel wise difference and edge details for the extraction of 
more detailed overview of images. The objective of adding 

adversarial loss is restoration of texture details while the 

 
Fig. 1.  Network overall Architecture. 
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content loss is responsible for the restoration general content 

of image. With the help of loss function the discriminator and 

generator are trained in an adversarial manner to reach a state 

of Nash equilibrium. The details of loss functions are given 

below: 

3.2 Hybrid Loss 

The Hybrid loss in our proposed framework integrates 

different loss functions. Hybrid loss incorporates Adversarial 

loss, Content loss, Pixel loss and Gradient loss into one loss 

function whose weights can be adjusted for better results. 

Adversarial loss is responsible for training the model to 
generate deblurred image that looks convincing. Content loss 

is used for high-level feature mapping and to preserve texture  

 

details. Pixel wise similarity is ensured in pixel loss and 

smooth transitions are maintained by Gradient loss function.  

The Hybrid loss is defined as: 

 𝐻𝐿𝑜𝑠𝑠 = 𝛼. 𝑎𝑑𝑣𝑙𝑜𝑠𝑠 + 𝛽. 𝐶𝑜𝑛𝑙𝑜𝑠𝑠

+ 𝛾. 𝑃𝑖𝑥𝑒𝑙𝑙𝑜𝑠𝑠

+ 𝛿. 𝐺𝑟𝑎𝑑𝑙𝑜𝑠𝑠 

(2) 

 

Where 𝐻𝐿𝑜𝑠𝑠 is the hybrid loss. The hyper parameters 

𝛼, 𝛽, 𝛾 𝑎𝑛𝑑 𝛿 are set empirically to 4, 0.6, 40, and 40. This 
collective loss function is responsible for guidance of model to 

generate realistic looking images that are rich in fine details 

and minimizing unnecessary artifacts. The details of these loss 

functions are given below: 

 

3.2.1 Adversarial Loss 

Adversarial loss is the combination of generator loss and 

discriminator loss. It is used for the reconstruction of details of 

texture of image. It makes the generated image looks more 

appealing. In the last few years, due to the rapid development 

of GANs numerous adversarial loss functions are emerged. 

We have used least mean squared loss because its 

effectiveness is superior to MSE. The adversarial loss for the 

discriminator and generator are expressed as: 

 𝐷𝐿𝑜𝑠𝑠

=
1

2
 . 𝜇[(𝑅(𝐼) − 𝜇(𝐹(𝐼))

− 1)2] +  
1

2
 . 𝜇[(𝐹(𝐼) − 𝜇(𝑅(𝐼)

+ 1)2] 

(3) 

And 

 
𝐺𝐿𝑜𝑠𝑠 =

1

2
 . 𝜇[(𝐹(𝐼) − 𝜇(𝑅(𝐼))

− 1)2] 

(4) 

 

Where R (I) is real image and F (I) is fake image. 

This loss encourages the generator model to produce more 

visually appealing image by training the discriminator model 

to learn and differentiate between real and fake image. 
 

3.2.2 Content Loss 

The content loss is calculated to maintain content consistence 

of real and fake image. This loss is used commonly in the 

super-resolution of images for making the deblurred image 

close to human perception. This loss is calculated as: 

 𝐶𝑜𝑛_𝐿𝑜𝑠𝑠
= 𝜇(𝑡𝑟𝑢𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
− 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)2 

(5) 

 
The features are extracted with pre-trained VGG-19 model on 

image net. The feature difference is calculated in this. The 

 

 

Fig. 2. Cross Hatch Attention Module 



6 

focus is to preserve high level features by comparing the 

representation of real and fake image. 

3.2.3 Pixel Loss 

Pixel loss is used to confirm that the generated image 

resembles to the ground truth image closely in features details. 

This loss function is beneficial for the rectification of color 

and texture distortion. Smooth L1 function is used as a pixel 

loss function the pixel-wise difference between the target 

image and generated image is measured and this difference is 

minimized for the reconstruction of image. 

 𝑃𝑖𝑥𝑒𝑙 𝐿𝑜𝑠𝑠
= 𝑆𝑚𝑜𝑜𝑡ℎ𝐿1[𝑓(𝑖), 𝑟(𝑖)] 

(6) 

 

 

 {
1

2
∥f (i) – r (i) ∥2, if ∥f (i) – r (i) ∥ < 

1∥f (i) – r (i) ∥ −
1

2
, otherwise 

 

 
The L1 and L2 losses are combined together in smooth L1 loss 

function [34]. This loss function is promoting smoother 

convergence. It provides gradient explosion because it is less 

sensitive to outliers. It protects the relevant features and 

discard irrelevant features in motion image deblurring. 

3.2.4 Gradient Loss 

The edge features of sharp image are distinct and blurred 

image are chaotic. We have used image gradient difference 

loss function [30] for the enforcement of sharp edge 

difference. It enhances deblurred image and it also 

compensates the over-smoothness effect which is caused by 

pixel loss. The sobel operator is applied for the calculation of 

gradient.  

 𝐺𝑟𝑎𝑑_𝐿𝑜𝑠𝑠
= 𝜇|𝑡𝑟𝑢𝑒 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡| 

(8) 

This loss function is used for the preservation of edge 

information and for the reduction of unnecessary artifacts 

from the image.  

 

IV. EXPERIMENTS AND RESULTS 

The GoPro dataset [5] is known for its wide usage and high 

resolution, for the tasks of image deblurring research. It is the 

combination of 3214 image pair of blurred and sharp. The 

resolution of these images is 1280*720*3. The training data 

comprises of 2103 pair of images and test data has 1111 

images. For faster training, the images that are present in the 
dataset are resized to 256*256*3. The framework of Keras 

deep learning is used for the implementation of development 

of model. A batch size is set to 1 for individual image 

restoration. ADAM [32] serves as an optimizer and its 

learning rate is set to 0.0001 and the other hyper parameters 

are set to default. The generator is trained once while the 

discriminator is trained for five iterations.  The network model 

is trained until it reaches the stable convergence point. The 

system hardware configuration includes Intel core i7 CPU, 

4.20 GHz and an NVIDIA GeForce GTX 1060 6GB GPU. 

The effectiveness of this technique is evaluated by applying it 

for the restoration of GoPro dataset images. To access the 

quality of image restoration three evaluation parameters are 

taken into account which includes Peak Signal to Noise Ratio 

[33], Structural Similarity index [33] and visual comparisons. 

PSNR value measures the difference between the pixel value 

of deblurred image and ground truth image. More value of 
PSNR indicates that there is less distortion in the reconstructed 

image. SSIM access image similarity by taking the structural 

information, contrast and brightness taken under account. 

More the value is closed to one better is the quality of 

reconstructed image. Visual evaluation is the valuable step for 

accessing the performance of algorithm of deblurring because 

it complements quantitative metrics by offering insights into 

the extent to which the reconstructed image match human 

perception. The mathematical representation of PSNR and 

SSIM is given below: 

 

 

 
𝑃𝑆𝑁𝑅 = 10. 𝑙𝑜𝑔10(

𝑀𝐴𝑋2

𝑀𝑆𝐸
) (9) 

 
 Table 1: Comparison of Average PSNR and SSIM on GoPro dataset 

 

 

 
Where MAX is the maximum possible pixel value and MSE is 

the mean squared error between original and reconstructed 

image.  

 𝑆𝑆𝐼𝑀(𝑥, 𝑦)

=
(2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝐶1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2)
 

(10) 

Where x and y are input images, 𝜇𝑥 and 𝜇𝑦 are means of x and 

y, 𝜎𝑥𝑦 is the covariance of x and y, 𝜎𝑥 and 𝜎𝑦 are the standard 

deviations of x and y and  𝐶1 and 𝐶2  are the constant to 

stabilize division. The quantitative outcomes of PSNR and 

SSIM are given in the Table 1. The average Peak Signal to 

Noise Ratio (PSNR) [33] and average Structural Similarity 

Index Measure (SSIM) [33] is presented for the reconstruction 

of images by our proposed methodology. Various State-of-art 

techniques have used the same GoPro Dynamic Scene dataset. 

Our proposed approach out-performs from all the compared 

methods. Specifically, our proposed architecture achieved 

Methods PSNR SSIM 

Sun et al.[14] 24.64 0.842 

Xu et al.[13] 25.10 0.890 

  Gong et al.[15] 26.40 0.863 

Kupyn et al.[7] 28.70 0.858 

Nah  et al.[5] 29.08 0.913 

Zhang et al.[8] 29.19 0.930 

Kupyn et al.[17] 29.55 0.934 

Li et al.[9] 29.89 0.937 

Tao et al.[6] 30.10 0.932 

Tran et al.[20] 30.2 0.939 

Ji et al.[22] 30.97 0.950 

Ours 31.50 0.958 
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remarkable results with PSNR and SSIM values of 31.5 and 

0.9582 respectively.  

     The Fig. 3 represents visual comparison of three examples 

which showcased that the results achieved by our proposed 

method using the GoPro dynamic scene dataset. It is evident 
by the results that the method, which aims to reconstruct 

blurry image by the estimation of motion blur kernel struggles 

to construct clear image and exhibit artifact in the results of 

deblurred image. Similarly, due to the limitation of receptive 

field methods for deblurring dynamic scenes which are based 

on CNN [35-37] encounters challenges with severe blur. In 

contrast our proposed method achieved finer texture details 

and the structure of images are clearer as compared to the 

several existing state of art techniques especially when the 

blur is severe. 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

V. CONCLUSION 

In this research image deblurring technique is introduced that 

feature cross-grid attention module. This module is integrated 

with the Residual block for the better handling of complex 

blur present in an image. A discriminator is used to 

complement the grid attention module which enables the 

network to extract and utilize broader range of information of 

the image feature due to which the network learning 

capabilities are enhanced. Furthermore, a hybrid loss is 
designed for the guidance of whole GAN model towards the 

details of image and during the process of training the texture 

consistence is maintained between the deblurred image and 

clear image.  

      Extensive experiments are performed using the GoPro 

dynamic scene dataset the results exhibit better perceptual and 

quantitative performance as compared to the existing state of 

art methods. Notably, our proposed architecture has 

significantly faster runtime. In future more effective training 
strategies can be introduced for further enhancing the 

outcomes of deblurring.  
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