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Abstract—This paper explores the ontology of assurance in
safety-critical systems, emphasising the importance of knowledge
and confidence in system behaviour. Assurance is defined as
providing grounds for justified confidence in system properties,
such as safety and security. The paper discusses the main concepts
of assurance, including system requirements, confidence, and
justification. It discusses the CESM metamodel for understanding
system behaviour and emergent properties. The paper also
highlights the importance of objectivity in assessing the strength
of knowledge and the role of verification in generating evidence
as a part of the argumentation. The assurance case is presented
as a systematic way to represent knowledge and support decision-
making.

Index Terms—Assurance, CESM metamodel, Confidence,
Emergent properties, Knowledge, Objectivity, Risk, System be-
haviour, System safety

A. Introduction

Engineering safety-critical systems require both rigour and
precision in the entire system lifecycle, from the concept
and design phase to the deployment and operation phase and
finally to system retirement. The stakeholders, such as the
system operator, the regulator, and society at large, need to be
assured that the system behaves as intended, that is, is safe,
reliable, secure, and, in general, behaves responsibly. What
does it take to assure the different stakeholders so that they
become confident that the system can be deployed? This paper
explains the ontology of assurance, that is, the elements and
their relationship so that the assurance effort becomes capable
of providing the necessary confidence.

Assurance is defined as providing grounds for justified
confidence that a claim has been or will be achieved [1]. The
claim can be any proposition about the system’s property, like
safety, security, or, in the case of a system based on artificial
intelligence (AI), is fair [2].

B. Main concepts of assurance

Assurance is about becoming confident that the system
behaves in a way that is acceptable to the stakeholders. Here,
stakeholders are seen as any person, group of persons, gov-
ernmental regulator, society, or even the natural environment.
In short, it is an entity that is affected by the behaviour of the
system.

A claim is a property of interest about the system. The
claims can be thought of as system requirements; that is, ”this”

is how the system should behave in order for the system to be
accepted by the stakeholders. Analysing the previous statement
reveals, as a first approach, the four principal criteria that must
be in place to achieve acceptance:

1) the system requirements must reflect the interest of the
stakeholders,

2) refining these requirements into technical specifications
must maintain the essence of these requirements,

3) the system’s adherence to these requirements must be
secured and adequately substantiated,

4) 1, 2, and 3 must be communicated to the stakeholders or
their representatives in such a way that they can make
intelligible decisions.

It is clear from the above items that the key to system
acceptance is knowledge. Indeed, knowledge may be said to be
the ”hub” of assurance. The stakeholders must know that the
system behaves acceptable. Knowledge is a prerequisite for
confidence, which reduces the uncertainty about the system.

Confidence is different from trust. Confidence is something
that can be merited through demonstrating adequate capability;
trust, however, has to be earned through time; that is, trust
is closely connected to an agent’s intention. This means that
confidence can be merited through demonstrating adequate
capability (technical system and responsible agent); trust must
be earned through time by a responsible agent adhering to
sound and recognised ethical principles.

As assurance is about providing grounds for justified confi-
dence, this paper will therefore focus on how to demonstrate
adequate system capability so that the stakeholders can make
intelligible decisions based on their knowledge and, thereby,
their level of confidence in the system.

It should be noted that assurance is an epistemic activity,
while risk management encapsulates both epistemology and
intervention in the real world [3].

The system capability is, in this context, equivalent to how
the system behaves in normal operation and how it behaves
in abnormal situations.

The system risk is defined as the ”effect of uncertainty on
objectives” [4] and reflects the consequence and uncertainty
that the system causes a loss for stakeholders. The uncertainty
is here divided into two types: epistemic and aleatory [5].

Item three in the above list requires that the system be-
haviour adherence to the requirements is substantiated; that



is, claims about the system must be substantiated through
sound and relevant argumentation. For an argument to be
sound, it must be generated in accordance with acknowledged
methodologies using reliable tools and adequately skilled
people.

To assess the soundness and the strength of arguments, an
assessor not only needs to be a subject matter expert but
also needs guidance about what can be regarded as acceptable
methods and processes to develop arguments; that is, he needs
guidance about the argument’s objectiveness. A higher degree
of objectivity increases the strength of the argument, which
is necessary when the risk is high, such as for safety-critical
systems.

C. Assurance and confidence - an overview

Confidence can be thought of, in statistical terms, as a
quantitative measurement of uncertainty, e.g. an interval in-
dicating the confidence that the value of a parameter is likely
to fall within. However, confidence may also be thought of
as a feeling that reflects the coherence of the information and
the cognitive ease of processing it [6]. Assurance is defined as
”grounds for justified confidence that a claim has been or will
be achieved”. The definition does not limit assurance to one or
the other type of confidence; hence, assurance addresses both.

Both types of uncertainties pose challenges. The frequentist
approach to quantifying uncertainty requires robust statistical
data. Here lies a few major obstacles, some of which are:
the inherent complexity of many safety-critical systems, the
novelty of the technology, statistically significant data from
rare events, and assigning probabilities to inherently social
aspects.

The second type of confidence also poses challenges. We
cannot base decisions concerning the safety and well-being
of stakeholders and society on pure feelings but on strong
knowledge based on facts and trustworthy evidence.

Therefore, assurance may provide grounds for justified
confidence through uncertainty quantification only if based
on robust statistics, that is, knowledge about properties of
the statistical distribution of the parameter in question, and/or
judgemental assessments only if based on sound argument
substantiating the truthfulness of the claim.

Therefore, the immediate goal, or primary effect of assur-
ance, is to generate knowledge, knowledge to decrease or
establish the uncertainty about a claim, addressing both types
of uncertainty when appropriate. A Functional Analysis Sys-
tem Technique diagram (FAST diagram) illustrates the relation
between assurance, knowledge and confidence (Figure 1). As

Fig. 1. FAST diagram connecting knowledge to confidence

knowledge is the ”hub” of assurance, knowledge must be
treated systematically and expressed explicitly to enable it to

be rigorously scrutinised. This is to avoid that confidence being
based on unsubstantiated feelings and pure guesswork. The
assurance case is a systematic and explicit way of representing
and treating knowledge.

As safety is an emergent property [7], the knowledge
about the truthfulness of the claim must address all system
aspects that affect emergence. Elements necessary in analysing
emergent behaviour in engineered socio-technical systems are
encapsulated in the systems approach.

Intuitively, the higher the risk that the system poses to
stakeholders, the higher confidence we need that it will indeed
behave as expected. As knowledge decreases uncertainty and
increases confidence, we need a way to assess the strength
of knowledge. Assessing the strength of knowledge is key to
adjusting the assurance effort to risk level. Figure 2 depicts
how the different items discussed above are connected.

Fig. 2. Overview of the ontology of assurance

D. Assurance and system risk

Figures 1 and 2 showed how knowledge generated in the
assurance effort reduces uncertainty, and that uncertainty deter-
mines confidence. Moreover, as earlier established, uncertainty
is one part of the risk concept. Hence, assurance and risk are
connected through uncertainty (Figure 3). There is, however,
another connection in addition to the one mentioned above.
In the top right corner of Figure 2, it is indicated that the
subject matter of the knowledge is the claim. Claims are
statements about system properties that address the system
requirements elicited by stakeholders and their concerns and
objectives (Figure 4). Stakeholders are generally risk avert [6]
and are concerned about the consequences of losses. They
need adequate confidence that potential losses are acceptable.
Assurance addresses these concerns by generating knowledge
about the truthfulness of the claims made about the system
properties.



Fig. 3. Assurance is connected to risk through uncertainty

Fig. 4. Assurance is connected to risk through claims

E. Assurance and the Systems Appoach

A way to understand and analyse complex systems and
emergence, is to model the system behaviour in terms of its
composition, structure, mechanisms and the environment in
which it operates. These system aspects are termed the CESM
metamodel [8]:

• Composition (C): Collection of all the parts or objects
in the system.

• Environment (E): Systems outside (excluded from) the
target system, but act upon, or are acted upon by, the
target system.

• Structure (S): The relationships and bonds among the
system agents and between the system agents and the
environment.

• Mechanisms (M): The processes that make the system
behave in the way that it does.

The emergent behaviour becomes a function of the above
elements; that is, any system s may be modelled, at any given
instance, as the quadruple: µ(s) = <C(s), E(s), S(s), M(s)>. As
µ(s) is an emergent property, and emergent properties exist on

different levels of abstraction (LoA) [9], the CESM must also
be instantiated at these LoAs.

This can be visualised by the system triangle (Figure 5)
where the corner of the triangle illustrates ”CSM” encapsu-
lated by ”E”. The ”system” in the middle represents µ(s). µ(s)
emerges, therefore, as a result of the conceptual interaction be-
tween the corners of the triangle, but also between the triangle
and the environment (E). To move the analysis between the
LoAs, a rule-based gradient is used, termed the gradient of
abstraction (GoA).

Fig. 5. The CESM triangle showing

For each element in the CESM metamodel, we can assign
different system model categories [10]:

• Composition: Object model representing the system ele-
ments and components and their ontological relationship
to each other.

• Environment: Also modelled as a system containing all
aspects of the CESM metamodel, which means that the
environment must be represented by models representing
the composition, structure and mechanisms (our target
system is part of the environment of its environment).

• Structure: Agent model includes entities such as con-
trollers, actuators, sensors, humans, and subsystems. The
agent concept includes authority, responsibility, goals,
concerns, motivation, and wishes (humans).

• Mechanisms: Function model represents the operations
that must be performed (by the agents) to achieve goals.

Examples of system model instantiation of the agent model is
the control structure known from Systems-Theoretic Process
Analysis (STPA) [7]. Another agent model may focus more
on the agent’s goals, motivation, concerns and wishes, like a
model used in a stakeholder analysis where social and business
aspects are emphasised.

A function model may focus on the preconditions, re-
sources, and timing for achieving it, like the model used in
the Functional Resonance Analysis Method (FRAM) [11].

The functional dependencies between functions, like in the
Functional Analysis System Technique (FAST) [12] may be
used as GoA to move the analysis between abstraction levels,
that is, to represent the system at different LoAs [13].

The systems approach described above used in assurance,
can be summarised by the following statements [3]:

• The conceptual interaction between the system composi-
tion (C), environment (E), structure (S), and mechanisms
(M) models the system behaviour.



• The kind of, and number of levels of abstractions (LOAs)
used in the modelling is determined by the knowledge
sought through the assurance effort.

• The systems approach is used in every aspect of the as-
surance effort, such as: system description, describing the
system boundary, describing the environment in which
the system is operating, system analysis, verification and
validation, and elicitation of system requirements.

Figure 6 depicts the relationship between the systems approach
and assurance. The system safety requirements are formulated
at safety claims. As safety is an emergent property that
emerges through the interaction between the system entities,
it can be modelled through the CESM metamodel.

Fig. 6. The systems approach is connected to assurance through the claims
or requirements

F. Assurance, epistemology and justification

Recall that the concept of risk incorporates, in addition
to the consequence, two kinds of uncertainties: epistemic
and aleatory. Knowledge reduces epistemic uncertainty. If the
risk is high, like for safety-critical systems, the argument
supporting the claim must be strong. The strength of the
argument and, thereby, the strength of the knowledge reduces
the epistemic uncertainty and, thereby, the risk1.

Although knowledge is not easily defined2, it must be linked
to accessible facts about the subject matter. Moreover, building
confidence through knowledge requires, not only apparently
truthful propositions (claims), but also that the reasoning is
sound, relevant and adequate; that the proposition is justified:
”Someone who is very confident but for the wrong reasons
would also fail to have knowledge” [14]. The reason for

1As risk consists of three parts, risk can, of course, be reduced by altering
the system design or the operational condition. These risk reducing strategies
affect the consequence and/or the aleatory uncertainty. However, as this paper
is concerned with assurance, which is an epistemic endeavour, these two
strategies are not further discussed, but are left for a future paper on the
relationship between assurance and risk management.

2The classic definition is: ”Justified true belief”.

believing that a proposition represents the truth must be
justified.

Justification may be thought of as an argument for why
we hold certain beliefs or why we think those beliefs are
reasonable and true. These justifications may be under the law
or before God. However, in the context of assurance, justifying
beliefs must be based on knowledge, or in other words, be
based on epistemic justification [15]. (A safety-critical system
needs, of course, to conform to laws and regulations; however,
the point is that the justification must be based on knowledge).

Assurance seeks epistemic justification to establish if a
proposition can be turned into a belief, that is, belief through
warranted propositions.

Belief revision is the process of changing beliefs based on
new data [16]. It is important to emphasise that good reasoning
is no guarantee of truth. Seeking the truth and believing to have
found it using sound methods and reasoning is no guarantee
to actually have found it.

Justifying a proposition may, in principle, entail an infinite
chain of justifications (infinitism): The justification of the jus-
tification of the justification. . . This is, of course, unacceptable.
The question, then, is when to stop this chain of justifications.

One strategy is to continue until the supporting justifications
become self-evident, that is, propositions that do not need fur-
ther justification (foundationalism). This kind of justification
results in a hierarchy of propositions, and the ”bottom” of this
hierarchy consists of fundamental propositions, that is, self-
justified propositions.

Alternatively, we may ensure that the propositions support
each other, that is, the propositions are coherent (coherentism).
With this strategy, there are no fundamental propositions.
Critiques claim that this strategy can lead to circular argu-
mentation [15].

A reasonable approach is to combine the two strategies,
that is, ensuring coherence within the set of propositions
and justification, and stopping the chain of justification when
reaching a self-justified proposition.

In practice, one may not reach a self-evident fundamental
level for several reasons. One reason may be that there is
a dispute about whether such a level is actually reached3;
another reason may be that continuing the chain of justification
requires disproportionate resources. Therefore, there may be
residual uncertainty as to whether a proposition represents the
truth.

Other sources of uncertainty are that there may exist
evidence that weakens the proposition, or there may be a
lack of available evidence. Moreover, other obstacles may

3Showing compliance towards an international industry standard is often
regarded as such a self-justified belief, that is, providing evidence that
a system complies with such a standard is often regarded as adequate
believing a proposition that e.g. a system is reliable, fair, safe and secure.
An international standard should reflect good industry practice. However, e.g.
artificial intelligence (AI) is a novel technology that even if there exist a
relevant international standard, it may not be regarded as self-justified because
the standard itself does not necessary reflect any industry practice (because
there do not exist any such practice), or at least the practice may be inadequate.
This means that it might be necessary to continue the justification chain further
when assuring novel complex systems, e.g. based on AI.



hinder the generation of additional evidence, such as technical
limitations, ethical concerns, lack of statistical data, or other
practical causes.

There is no universal uncertainty threshold for when an
agent will accept a proposition and when he rejects it. More-
over, given a justification of a proposition, there is no universal
law governing the level of uncertainty an agent will feel about
its truthfulness.

Belief revision depends not only on the properties of the
justification of the proposition but also on the agent’s epis-
temic state, that is, the agent’s required rationality to turn a
proposition into a belief, prior belief and any other properties
important for the agent to represent facts about the world.

The uncertainty threshold for an agent’s belief revision
also depends on aspects such as the risk (perceived and/or
actual) of accepting or rejecting a proposition (including being
indifferent). Moreover, an agent’s level of uncertainty, given a
justification of a proposition, depends not only on the strength
of the justification, but also on aspects such as the degree
of being susceptible to cognitive biases4 [6] and rhetoric.
Obviously, we should strive to minimise aspects of belief
revision that are unrelated to the properties of the justification.

An agent’s prior beliefs cannot, and should not, be con-
trolled and cannot be totally known. Nevertheless, prior belief
is central to belief revision. Data-oriented Belief Revision
(DBR) [17] (simplified illustration in Figure 7) is a model
of belief revision that can illustrate the role of prior belief in
belief revision.

Fig. 7. Simplified epistemic processing in DBR [17]

After new data is available about a proposition (External
data), the data is assessed to determine their relevance and
strength, possibly forming a new or updated belief set, termed
belief selection in Figure 7. This process regulates the inter-

4Perhaps the most commonly known is the so-called confirmation bias, that
is, our tendency to seek evidence that confirms our prior beliefs. However,
most other cognitive biases are at work, like the illusion of understanding
and what you see is all there is (WYSIATI), that is, our tendency of believing
that we understand complex topics by filling in the information gaps and the
epistemic gaps so that the story becomes compelling and coherent, which
leads to confidence in the truthfulness of the story (or proposition in this
case).

action between data and beliefs, what to believe in, and with
what strength.

As belief revision is tightly connected to the agent’s prior
beliefs and possible degrees of cognitive biases, we cannot as-
sess the epistemic strength of the justification by appealing to
the agent’s prior beliefs, or what seems to be ”very reasonable”
and the like. What seems reasonable is an internal feeling in
each agent and is largely based on his current epistemic state.

Instead, the agent needs to be nudged towards sound ratio-
nality of assessing uncertainty using a more comprehensive
framework of thinking about the level of uncertainty (epis-
temic strength of the justification), without being forced into
an epistemic strait jacket of predefined categories of epistemic
levels.

We want to decrease uncertainty as the risk of accepting
a false proposition increases. The opposite may not be so
obvious, that we also want to decrease uncertainty when risk
increases by rejecting a true proposition. Accepting a false
proposition, on the one hand, or rejecting a true proposition,
on the other, represents assurance risk5.

Decreasing uncertainty to the point of accepting a proposi-
tion, or in other words, revising one’s belief, can be achieved
by both strengthening the justification that the proposition
is true, and/or by increasing effort in seeking justification
that the proposition is false without finding such justification.
Sometimes, the only way to justify a proposition p is to find
a strong justification that ¬p is not the case6.

A way to accommodate for proper assessment that knowl-
edge is built on epistemic justification is through argumenta-
tion. While belief revision describes how we should update
our beliefs, argumentation is a way to make belief revision
occur. ”The two concepts are two sides of the same epistemic
coin” [17], [18].

G. Objectivity - a metric of strength of knowledge

By generating knowledge about the system, the epistemic
uncertainty about deviation from objective changes, that is,
knowledge about how an accident may occur or the potential
consequence should it occur. High risk means severe potential
consequences combined with a large degree of uncertainty
(epistemic and/or aleatory). As knowledge decreases uncer-
tainty, high risk requires strong knowledge, that is, knowledge
substantiated with strong grounds for justification.

Justification, and thereby knowledge, is, among other things,
based on artefacts representing the system and its properties,
together with how these artefacts are interpreted, that is, the
reasoning used to conclude based on these artefacts. Artefacts,

5Risk is divided into system risk (undesired consequences of operating a
system) and assurance risk (risk of making wrong decisions due to weak
or inaccurate knowledge). Assurance risk is an epistemic risk and involves
reducing knowledge-related errors.

6A famous statement from software testing illustrates this: Software testing
cannot prove the absence of bugs, only their presence. A proposition that
some software code is bug free (p) cannot be proven through testing alone.
Software testing tries to find bugs, and when no bugs are found, one may
start to believe p because one haven’t found evidence that ¬p is the case. (Of
course, as most testing is non-exhaustive, not finding bugs does not mean the
absence of bugs.)



such as training data, algorithms, source code, and system
descriptions, may represent the system directly. Other kinds of
artefacts may indirectly represent it, e.g., artefacts generated
through verification, such as test cases, test results and results
from inspections and reviews. The strength of knowledge is
directly linked to these artefacts and the process of generating
and collecting them.

Distinguishing weak from strong knowledge requires a
metric by which the strength of knowledge can be assessed.
By comparing the definitions of knowledge and assurance,
we recognise the similarities. Both definitions contain the
term ”justified”: The degree of justification for a true belief
(knowledge) - the grounds for justified confidence (assurance).
Degree of justification is central in assessing both strength of
knowledge and degree of confidence (via uncertainty as shown
in Figure 2). A high degree of confidence requires strong
ground for justification.

The degree of objectivity encapsulates the aspects important
for assessing the degree of justification, that is, the strength
of knowledge. Hence, the strength of knowledge is measured
through the degree of objectivity. The likelihood that the result
of an enquiry represents the truth increases if it is conducted
in an objective manner, including the artefacts produced and
used in that enquiry.

Ensuring consistency and repeatability in our enquiries re-
quires that the concept of objectivity is described. Objectivity
in this context is a multi-dimensional, non-orthogonal and non-
binary concept [19]. Hence, objectivity cannot be treated based
on a reductionist approach.

There are three categories (i.e. dimensions) that lay out the
space of objectivity [19], [13] (Figure 8):

1) properties and processes by which the artefacts are
generated

2) reasoning, or the thinking about those artefacts
3) social processes concerning items 1 and 2.

Item 1 is about interacting with the system and its stakeholders
during its entire lifecycle. It is about the choice of methods,
how they are applied, and how those decisions influence the
properties of the outcomes, that is, the artefacts. This category
also includes procedures, methods, techniques, first principles
in physics, standardised equations, algorithms, etc.

Item 2, this category is about how people and organisa-
tions think and the reasons and positions they take based on
their interests and roles. This includes the involved assurance
agent’s values and independence from the developer.

Item 3 is about the social processes that advocate different
viewpoints, such as agreement among subject-matter experts
about the suitability and the correct use of methods used
to generate artefacts and how to think about those artefacts.
This kind of objectivity can be thought of as a form of
inter-subjectivity and is strengthened if the group consists of
individuals with different but relevant competence. The content
of standards is a result of such agreements.

An important activity in assurance is the generation and
collection of evidence through verification and validation
(V&V). V&V is described through two properties: 1) The level

Fig. 8. Categories of objectivity

of intensity in the V&V effort, and 2) the level of rigour in
the V&V effort [20]. V&V intensity is connected to the size
of the scope, the number of system artefacts investigated, and
the level of V&V involvement in each phase of the system
lifecycle. V&V rigour is connected to comprehensiveness and
thoroughness, leaving less room for logical inconsistencies and
contradictions in the results, that is, performed with different
levels of formality concerning techniques and documenta-
tion. One useful metaphor describing the relationship and
difference between the two properties may be that increased
V&V intensity makes the mesh width smaller and smaller
while increasing the V&V rigour means that each mesh is
investigated closer and closer.

The output from the V&V effort is the evidence representing
the system properties of interest, such as safety, reliability,
robustness and security. V&V intensity and rigour affect
the evidence properties [20] such as quality, capability, and
coverage.

Confidence is a result of the assessment of the strength of
justification and knowledge through the degree of objectivity.
Furthermore, through the V&V intensity and rigour, and the
resulting evidence properties. The assessment cannot be a
simple checklist which results in a numerical score aggregated
as a simple sum or a single-dimensional category. The strength
of knowledge must be assessed in each particular project in
the context of a totality. That is, the strength (of knowledge)
is not a resultant property of the degree of objectivity (and
V&V), but emergent. Assessing the truthfulness (strength of
justification and knowledge) of claims made about emergent
properties in novel, complex safety-critical systems depends
on the judgement of experts in the relevant disciplines. It is
guided by the objectivity criteria described here.

H. Assurance case - a systematic way to represent knowledge

The assurance case is a way to represent knowledge (Figure
9 and Figure 2). At its core, an assurance case consists of a
hierarchy of claims and arguments, including evidence that
substantiates those claims. The claims are equivalent to the



before-mentioned propositions, and the argument is equivalent
to the before-mentioned justifications. Moreover, claims can
be understood as a reformulation of system requirements. A
question may be how to lay out and organise arguments, which
is the topic of this section.

Fig. 9. The assurance case represents the knowledge in an assurance effort

One of the most recognised and influential layouts of
arguments is the schema described by Stephen Toulmin in
his 1958 book ”The Uses of Arguments” [21]. Toulmin’s
motivation was to create a richer format that better reflected
how people argued in reality instead of the more formal and
traditional format consisting of premise and conclusion.

The argument layout consists of six elements [22]: Claim
(or Conclusion) (C), Data (D) (or Datum, Toulmin uses both
terms), Warrant (W), Qualifier (Q), Backing (B), Rebuttal (R)
(Figure 10). In the simplest form, (D) may be some evidence

Fig. 10. General layout of an argument [22, p. 97]

that proves that (C) is the case. The transition between (D)
and (C) may not be trivial, so a warrant needs to act as an
inference licence between (D) and (C); that is, (W) acts as a
bridge between (D) and (C). (W) may also be challenged, so
a backing (B) may be needed to support (W), that is, why (W)
holds. (Q) indicates the strength of the step (i.e. strength of
the ”bridge”) from (D) to (C). (R) indicates circumstances in
which (W) may not hold.

Although the elements of an argument described by Toulmin
are necessary aspects of an epistemic justification substantiat-
ing a proposition or assertion, the schema, in its simplest form,

is insufficient for assurance of complex systems. The schema
needs to be expanded.

Firstly, in the assurance of complex systems, there are many
claims. System claims represent statements about the system
properties and its use. These requirements address many sys-
tems properties, including safety. Moreover, the claims must
be refined at several levels of abstraction (LoAs). The LoAs
link back to the LoAs connected to the systems approach and
foundationalism.

Secondly, although one of Toulmin’s key motivations was
to enable ”practical assessment of arguments” [22], he did
not discuss aspects of argument assessment in detail. Clearly,
when, e.g., a (top) claim is refined into two or more subclaims
with accompanying justification, assessing the strength of each
argument needs to be aggregated in some way to reflect
the confidence in the top claim. Moreover, each element in
the argumentation schema should be assessed, leading to a
network of assessments on different elements of an argument
on different LoAs.

Several expanded argument schemas based on Toulmin have
been developed, such as Goal Structuring notation (GSN) [23]
and Trust-IT [24].

An assurance case organises these arguments systematically
and structured and represents the knowledge generated in the
assurance (Figure 2). Different ways are possible based on
the various argument schemas, such as [23] or [25]; both are
compatible with [1]. A metamodel of an assurance case may
also be found in [26].

I. Stakeholder’s objectives and system requirements

Stakeholders hold objectives and pursue goals through util-
ising the AI system; that is, they use the system for a reason.
A system’s mission is expressed as system requirements are
elicited and understood from these objectives.

The stakeholders may be users, developers, and bystanders
who have nothing to gain from the system but may be affected
by it. Through its legislation and standards, the government
represents stakeholders that cannot be consulted directly, such
as the natural environment, future generations, the general
public, children, etc. In such cases, conformance to standards
means meeting stakeholders’ objectives and interests.

Stakeholders need confidence that their objectives are, or
will be, fulfilled or that a deviation from those objectives is
acceptable. Implicitly, stakeholders also hold the objectives of
being safe, secure, and treated fairly. These objectives may
not be directly linked to the reason for developing and using
the system in the first place. The system requirements must
incorporate such implicit objectives. These kinds of system re-
quirements can be termed mission-supporting requirements, or
non-functional requirements [27], or even system constraints7

[7] (Figure 11).

7Prof. Nancy Leveson terms this ”safety constraints”, however, expanding
the scope of such requirements to other system quality characteristics they
can be termed as ”system constraints”.



Fig. 11. Stakeholders hold objectives that determine the system requirements

In the context of assuring AI systems, mission-supporting
system requirements should be based on a set of ethical
principles such as: [28].

Conflicts often arise between requirements directly related
to the mission of the system and the mission-supporting re-
quirements. Moreover, similar conflicts may also arise between
the objectives and goals of different stakeholders, and even be-
tween different objectives of the same stakeholder (e.g. long-
term vs. short-term goals). One understanding of ethics is: ”the
identification, study, and resolution or mitigation of conflicts
among competing values or goals” [29]. The assurance effort
should document8 the trade-offs made between competing
goals.

J. Conclusion

Assurance is a critical epistemic activity that provides
justified confidence in system properties such as safety. By
systematically generating and assessing knowledge, assurance
efforts reduce uncertainties and support informed decision-
making. The paper underscores the importance of objectivity
in evaluating the strength of knowledge and the role of veri-
fication in producing evidence with adequate properties. The
CESM metamodel offers a robust framework for understand-
ing and analysing system behaviour. As technologies evolve,
particularly with the advent of AI, assurance methodologies
must adapt to address new challenges and ensure stakeholder
confidence. Ultimately, effective assurance contributes to the
safe, reliable, and responsible deployment of complex systems,
benefiting stakeholders and society at large.
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