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Abstract—CT imaging works by reconstructing an object of
interest from a collection of projections. Traditional methods
such as filtered-back projection (FBP) work on projection images
acquired around a fixed rotation axis. However, for some CT
problems, it is desirable to perform a joint reconstruction from
projection data acquired from multiple rotation axes.

In this paper, we present Multi-Pose Fusion, a novel algorithm
that performs a joint tomographic reconstruction from CT scans
acquired from multiple poses of a single object, where each
pose has a distinct rotation axis. Our approach uses multi-agent
consensus equilibrium (MACE), an extension of plug-and-play,
as a framework for integrating projection data from different
poses. We apply our method on simulated data and demonstrate
that Multi-Pose Fusion can achieve a better reconstruction result
than single pose reconstruction.

Index Terms—Inverse problems, Sparse-view CT, Model based
reconstruction, Plug-and-play, Consensus Equilibrium

I. INTRODUCTION

In computed tomography (CT), the projection data is usually
acquired from a fixed pose of the object, where different views
are measured around a fixed rotation axis. However, for some
CT applications, it may be more desirable to collect multiple
sets of CT scans taken from different poses of the same
object. For example, a common type of artifact in clinical CT
imaging is metal artifacts, and a popular way of reducing metal
artifacts is to acquire one or more tilted CT reconstructions
from different angles of the same object [1]-[7]. Therefore,
when multiple sets of projection data exists, it is desirable to
form a joint reconstruction from all projection data. We call
this problem the multi-pose reconstruction problem.

Model-based iterative reconstruction (MBIR) [8] has be-
come a popular method for tomographic reconstruction in
scientific and industrial applications when the data is limited
or noisy [9]-[12]. In particular, MBIR and the more general
Plug-and-Play (PnP) methods [13], [14] have been shown to be
superior to more traditional direct reconstruction methods such
as FDK when the view sampling is very sparse [15]. However,
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Fig. 1. Multi-Pose Fusion Overview: Multiple sets of projections are taken
from different poses of the object. The projection data are then fused by
MACE framework to form a joint reconstruction.

naive implementation of multi-pose MBIR reconstruction is
impractical because it would require highly complex and spe-
cialized software that jointly incorporates the system matrices
for each distinct pose.

The PnP framework was first proposed as a method for
modeling the prior distribution of an image with a denoiser
[13], [14]. However, more recently Multi-Agent Consensus
Equilibrium (MACE) [16] has been proposed as a gener-
alization of PnP in which multiple agents can be used to
characterize different objectives in an inverse problem [16]-
[19]. An important advantage of MACE is that it is based on
computing the solution to an equilibrium problem, so it can be
used to solve inverse problems when there is no easily defined
cost function to minimize.

In this paper, we introduce Multi-Pose Fusion, a novel CT






fact, software for computing the proximal map in (7) is openly
available [23], [24].

For the prior model, we will use a variation of the PnP
prior known as multi-slice fusion [18]. The multi-slice fusion
uses three denoising operators each applied along a different
set of 2D slices corresponding to (X;y), (X;z) and (y;z)
coordinates. We denote these three denoising agents by Fi,
Fk+1, and Fk4+2.

For notational simplicity, we define the stacked set of agents
as

F(w) =[Fo(Wo); ;Fk+2(Wk+2)] (8)

where w is the stacked input vector given by
W= [Wo;, Wka2] !

We also define an averaging operator

w] 9)

where w is a weighted average of the input vector components
given by

G(w) = [w;

¢
w= KWi; (10)
k=0
and  is the weight for each agent, computed as
( 1 .
= Ravy 0 k<K :
VAT K k<K+3

Notice that then provides a mechanism to weight the amount
of regularization relative to the data-fitting agents.
Using this notation, the MACE equilibrium equation is

F(w) =G(w) : (11)

This equation enforces that all agents have the same output
value (consensus) and that the vectors ; = w;  Fj(w;j)
satisfy j = O (equilibrium) [16].

1V. COMPUTING THE MACE SOLUTION

It is shown in [16] that the solution to (11) is also the fixed
point of the operator T = (2G 1)(2F ). One popular
method of finding such a fixed point is Mann iteration

w1 Iw+ Tw; 12)

where 2 (0;1) controls the convergence speed.

Algorithm 1 General MACE algorithm

Input: Initial Reconstruction: x® 2 RN
Output: Final Reconstruction: x 2 RN
mw X xO)
2: while not converged do
3: X  F(w)
4: z G(@2x w)
5: W w+2 (z X)

) K+M
6: return x ket

kXk

Algorithm 1 shows the general method of solving MACE
with Mann iterations. The algorithm starts from an initial
reconstruction x©, and uses Mann iterations to find the
equilibrium point between the prior and forward model terms.
From [16], when the agents Fx and Hy, are all proximal maps
of associated cost functions fx and hy,, this equilibrium point
is exactly the solution to the consensus optimization problem
of (2).

V. EXPERIMENTAL RESULTS

In this section, we present experimental results derived
from an actual CT scan of a pipettor device, from which we
simulated a 3D dataset with two poses.

The ground truth image was generated from an MBIR
reconstruction of a pipettor scan. The CT scan was acquired
on a cone-beam system with 2100 views spanning a 360 view
angle, and the detector size was 480 rows 384 channels. The
MBIR reconstruction used a gGGMRF prior to incorporate
regularization [25]. An axial and a coronal slice of the ground
truth is shown in Figure 2(a) and 3(a) respectively.

We first generate two poses of the ground truth image. The
first pose is the original pose of the object, in which case the
transformation map is the identity. The second pose is obtained
by rotating the object by 45 along the XZ plane and then
by 30 along the YZ plane. For this part of the simulation,
the rotation is performed using the SciPy library [26] with an
order-5 spline interpolation method.

Next, we generate a synthetic cone-beam sinogram for each
pose by using the forward projector of [24]. For each synthetic
sinogram, we use 35 views spanning a 360 view angle.

Finally, we perform multi-pose fusion with Algorithm 1
with agents from (6) and multi-slice fusion. The image
transformations are implemented using an order-3 B-Spline
interpolation method [21], and the transformation parameters
are estimated to sub-pixel accuracy from two initial PnP
reconstructions of each pose using the SimplelTK library [27].

We compare the proposed MPF algorithm with single pose
reconstructions with MBIR and PnP in Figures 2 and 3.
The single pose PnP algorithm uses the multi-slice fusion
approach in [18] to form a 3D denoiser from three domain-
specific DnCNN [28] 2D denoisers. For a fair comparison, the
denoisers in PnP are identical to the denoisers in our proposed
MPF algorithm.

From Figure 2, we notice that MPF is able to reduce sparse-
view artifacts observed in all single pose reconstruction results.
From Figure 3, we notice that MPF is able to recover fine
details of the object that are either missing or poorly recon-
structed in single pose reconstruction results. For example,
MPF successfully recovers the two triangular holes at the top
of the zoomed region, while they are poorly recovered in all
single-pose reconstructions.

Table | lists the normalized root mean squared error
(NRMSE) of the entire 3D volume for different reconstruction
results. Our proposed MPF algorithm outperforms all single
pose algorithms by a large margin in terms of NRMSE. We
notice that for both single pose algorithms, NRMSE of the



Fig. 2. Comparison of different reconstruction methods and different poses in XY plane. Multi-Pose Fusion reduces sparse-view artifacts compared to single

pose reconstructions.

Fig. 3. Comparison of different reconstruction methods and different poses in YZ plane. The top row shows a coronal slice for the entire region of
reconstruction, and the bottom row shows a local region in the coronal slice marked with red box. MPF recovers fine details of the object that are either

missing or poorly reconstructed in single pose reconstructions

TABLE |

NRMSE OF DIFFERENT RECONSTRUCTION ALGORITHMS
Method NRMSE
MBIR, Pose 1 0.1454
MBIR, Pose 2 0.1690
PnP, Pose 1 0.1687
PnP, Pose 2 0.1853
MPF 0.1288

first pose is smaller than the NRMSE of the second pose. This
is most likely due to the non-exact inverse transformation of
the second pose. For the first pose, where the transformation
function is the identity, there is no mismatch between the
transformation and its inverse, while for the second pose,
the interpolated inverse is not exact. We also notice the
anomalous result that for the single pose reconstructions,
MBIR reconstructions are better than PnP reconstructions for
both poses both visually and numerically. This warrants further
investigation and may result from prior model mismatch given
that the original ground-truth reconstructions were done with
a gGGMREF prior.

V1. CONCLUSION

In this paper, we introduced Multi-Pose Fusion, a novel
algorithm that performs joint tomographic reconstruction from
multiple poses of a single object. Our method incorporates
data fidelity from multiple poses into the MACE framework
using Conjugate Proximal Maps. Our algorithm can be easily
implemented with standard CT reconstruction software and
an off-the-shelf image registration toolbox. Compared to the
single pose reconstructions, Multi-Pose Fusion produces better
reconstruction results than single-pose algorithms by reducing
artifacts and recovering more details of the object.
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