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ABSTRACT 

Diabetes, it’s a disease, that is caused by the hormone(insulin) imbalance int the body, leading 

to not synthesizing sugar properly in the human body. Diabetic Retinopathy is a type of 

debility, that is imitative by excess of habitual diabetes and its major damage is, blindness, if 

not timely treated. In order to stop proper blindness, it is necessary that recent therapeutic 

diagnosis of diabetic retinopathy and its red-carpet remedy is done in proper order & time, so 

as to resist the excessive side of retinopathy.  

The physical detection of diabetic retinopathy, takes much time, the doctors physically take 

much time, and in this particular time duration, the patients need to suffer the most. If such a 

system that can detect diabetic retinopathy quickly, then the treatment process can start asap. 

This study conducted, proposes a machine learning method, that classifies the image mainly 

into 4 categories. 

1) NO DR 

2) MILD 

3) MODERATE 

4) PROLIFERATE DR 

From statistical combination of machine learning algorithms, example K-nearest neighbor, 

random forest, logistic regression, multilayer perception artery, the highest accuracy that was 

achieved was around 70-75%. The approach combined took a total score of 0.8001 and the F-

score took around 0.7938. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 1 INTRODUCTION 

Diabetes is a medical position pronounced by aggravations, one of which is diabetic 

retinopathy, which upset the eyes. In strict cases, it valor give the total output in total blindness 

and visional loss. Eye credit, hairy vision, darker regions of vision, and unrest seeing colours 

are some of the recent signs of diabetic retinopathy. It is pivotal to correctly diagnose diabetic 

retinopathy in its recent stages if you want to hold off going completely blind. The 

pathophysiology is complex, with the metabolic consequences of persistent hyperglycemia 

playing a role. The metabolic (earlier), hemodynamic, and renal variables that interact with 

each other to cause hydrolytic protein glycation, inflammatory cytokines, polyol buildup, and 

protein kinase C activation are among the primary mechanisms implicated in the formation of 

diabetic retinopathy. Around one third of the 285 million persons with diabetes mellitus who 

live in the globe exhibit symptoms of diabetic retinopathy. 

 

By 2030, there will be 191.0 million persons worldwide who have diabetic retinopathy, up 

from 126.6 million in 2010. Tiny red dots are a sign of Non-Proliferative Diabetic Retinopathy 

(NPDR), an premier stage of the disease in the retina. Small patches like this might be 

haemorrhage, and irregular pouching of blood vessels could be temblor. These circulation 

warship linings are susceptible to injury that makes it possible for fluid and fatty material 

termed exudates to flow out. 

 

Pupil dilating, a visual field test, laser coherence tomography, and other physical examinations 

are available to diagnose diabetic retinopathy. However, they take a lot of time, and the patients 

must endure a lot of pain. This study employs a mixed machine learning approach to 

automatically diagnose diabetic retinopathy by extracting the properties of haemorrhage, 

microaneurysms, and exudates. In this suggested miniature, a mixture of SVM and KNN is 

employed as the predictor. 
 

 

 

 

 

 

 

 

 

 



CHAPTER -2 LITERATURE REVIEW 

A technique for grading diabetic retinopathy relies on tractile analysis plus random forest 

utilising the MESSIDOR dataset The photos were disjointed using their system, which then 

estimated the spatial structure as characteristics. They were unable to differentiate between 

moderate and severe diabetic retinopathy. 

A concurrent perceptron (CNN) and support vector machine-based automated method for 

classifying photos of eye problems and healthy retina (SVM). Exudates, haemorrhage, and 

microaneurysms are among the features. The suggested scheme was divided into two sections 

by the author: the early section included background subtraction based on neural networks, 

while the alternative section carried out classification using SVM. 

MODEL1 dataset's colour fundus pictures were used to extract the length and number of 

microaneurysms, which allowed for the improvement of diabetic retinopathy diagnosis. Fundus 

pictures were pre-handled using morphological processing, histogram equalisation, and green 

channel eradication. For the identification and categorization of microaneurysms, primary 

component analysis (PCA), brightness finite adaptive histogram equalisation (CLAHE), 

semantic procedure, and averaging filtering were used (SVM). presented a method that uses 

several textural features and a supervised machine learning model to identify diabetic 

retinopathy. 

Two attributes Using a local energy-based shape histogram and the local ternary pattern (LTP), 

hematoma and exudates are retrieved (LESH). LTP and LESH feature vectors are utilised to 

classify and learn the extracted histogram using SVM. The categorization of diabetic 

retinopathy using fuzzy C-means based background subtraction and SVM was proposed. With 

the use of a top hat screen and feature detection, blood vessels are extracted. The characteristics 

are exudates and retinal vascular density. Fuzzy C means integration is used for exudate 

extraction. The training data are mapped into the kernel space of the SVM using the Gaussian 

Radial Basis function. 

Proposing a technique that uses blood vessels, haemorrhage, and exudates to determine the 

various phases of diabetic retinopathy. Utilizing picture pre-processing, the characteristics are 

retrieved and put into the deep net. The photos are divided into three groups, including mild, 

moderate, non-proliferative diabetic retinopathy, and burgeon diabetic retinopathy, using 

SVM-based training applied to the data. However, if the exudate regions in the iris image are 

larger than the size of an optical disc, the technique may not produce the desired results. 

The 2 features, generally named sharp edge and color highlights, they are used for hard 

detection exudate for an automated system. General methods, that were involved in the 

detection process were classified into many categories, named extraction of optical nerves 

system, sharp edge detection and classification. 

 

 

 

 



CHAPTER -3 TOOLS USED  

1. VS CODE: It is an IDE that Microsoft created to assist users in writing clear and 

effective code. All other tools required for the project were immediately tied to the vs 

code library, so we just needed to install a few extensions for the present project. The 

libraries were already preinstalled in the Python extension that was linked to Visual 

Studio Code. Another Python extension called QT had to be used to provide the GUI 

that was required. 

 

 

2. QT: Qt is cross-platform software for building strongly user interfaces and cross-platform 

programmes that work on a variety of operating systems and hardware terrace, including 

Linux, Windows, macOS, Android, and embedded systems, with little to no underlying 

codebase modification and still function and operate as native programmes would. The Qt 

Company, a publicly traded company, and the Qt Project, which consists of independent 

developers and groups working to advance Qt, are currently developing Qt.Too

 

 

 

 



CHAPTER -4 DATA SET AND THE METHODS USED 

The dataset was directly taken from Kaggle, Images from datasets for retinopathy detection 

that were made accessible to the public were used to develop the database.1000 photos with 

diabetic retinopathy and 1000 images without the condition are included in the Kaggle 

dataset. We have selected 150 photos with diabetic retinopathy and 115 normal 

photographs from the entire number of images. Exudates, haemorrhages, and 

microaneurysms can be seen in the selected aberrant photographs. 

The existence of vision loss is determined by the quantity, size, distribution, and area of 

exudates, microaneurysms, and haemorrhages. Exudates are bright regions with a 

yellowish hue that differ somewhat in colour from the optic disc. Exudates form when a 

blood artery that carries lipid bursts. Hemorrhages develop as a result of blood vessel 

microaneurysms that have burst. Images of severe diabetic retinopathy, the last stage for 

diabetic retinopathy, show the spread of exudates and haemorrhages.

 

 

STEPS TO BE TAKEN FOR PRE-PROCESSING WOULD BE:  
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CHAPTER -5 IMAGE-PREPROCESSING 

The initial picture from the dataset is transformed to an HSV image during image pre-

processing in order to locate exudates. In order to make the translated picture seem as close to 

the original as possible, colour space conversion involves translating an image that is 

represented in one colour space to another. Hue, Saturation, and Value are applied to the 

image's Red, Blue, and Green channels. When we convert RgB to HsV, it is beneficial to 

remove yellow-colored exudates from the picture. After that, adaptive histogram equalisation, 

median filtering, and edge zero padding are used. 

 

IMAGE BEFORE PREPROCESSING 

 

IMAGE AFTER PRE-PROCESSING 

 

IMAGE SEGMENTATION 

After picture pre-processing, we used smoothing, covering, and bitwise and to separate 

exudates. To eliminate good spatial frequency clutter from a picture, smoothing is used. 

Convoluting the picture with a low-pass screen kernel produces an image blur. A smaller 

"image fragment" is defined and used to alter a bigger picture using the image processing 

technique known as masking. Here, we are using the blue ([0,0,02445]) colour to conceal the 

optic disc and exudates that are yellow in colour ([90,256,215]). 

 

When manipulating images, bitwise AND methods are performed to extract the picture's key 

components. In picture masking, bitwise operations are helpful. These processes can be used 



to facilitate image production. The qualities of the input photos can be improved with the aid 

of these operations. Here, we combine the input image with the masked image to remove all 

but the optical disc and exudates as from original image. 

 

 

 

 

 

 

 

 

 

 

PROCESS FOR IMAGE SEGMENTATION 

Median blurring, thresholding, image erosion, and image dilation are used to segment 

haemorrhages and microaneurysms. The morphological procedures applied to a picture are 

dilation and erosion. An picture is divided into foreground and backdrop by thresholding. This 

method of image analysis, which is a form of image segmentation, turns grayscale pictures into 

binary images to extract objects. 

Erosion followed by dilation is referred to as a morphological opening. Opening can join tiny 

black fissures and erase tiny brilliant spots. As a result, there are often gaps between features. A 

pixel is reduced to its lowest value among all other pixels in its neighbourhood through 

morphological erosion. A pixel is set to the highest value among all the pixels in its 

neighbourhood via morphological dilation. 

These factors are taken into account during subsequent categorization procedures. 
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CHAPTER -6 MEDIAN FILTERING 

The existence of diabetic retinopathy is determined by the prospect, quantity, spread, and size 

of emissions, microaneurysms, and haemorrhages. Exudates are bright spots with a  hue that 

differ somewhat in colour from the colour of the perception disc. Exudates are caused by a 

burst blood artery that includes lipped exfutes.. Hemorrhages are caused by burst 

microaneurysms in the blood squadron. Images of severe diabetic retinopathy, the 

terminal stage of diabetic retinopathy, show the transmission of exudates and haemorrhages. 

 

FEATURE EXTRACTION 

For binary classification we are using 2 parameters named feature as the first parameter and 

labels as the second parameter. The no of segments that will be counted, all will be attached to 

the new generated results.  

CLASSIFICATION 

In the suggested approach, a hybrid classifier is used. In other words, we combine five 

classifiers, the support vector machines, K most similar neighbours, Random forest. The 244 

total photos will be classified by each classifier as either normal or aberrant. It uses a degree 3 

SVM classifier with a kernel radial bias function. After collecting the classifiers, we used a 

hybrid technique of voting. Five distinct classifiers are used to train the dataset, then testing is 

performed. The proportion of the training and test sets is 80:20. 

Support Vector Machine (SVM) is a extensively used supervised machine learning system for 

both classification and regression in everyday tasks. Instead of regression issues, classification 

difficulties are where it is most frequently applied. There will be an infinite number of features 

in the SVM algorithm. Each of these data items, each of which has n characteristics, may be 

plotted as a point in n-dimensional space, where the value of each feature corresponds to a 

specific coordinate in the n-dimensional space. The depicted data points are then divided into 

n classes using a hyperpnea. 

KNN: The k-nearest neighbours (KNN) method is a focused supervised machine learning 

approach(particular) is straightforward and simple to implement. It is mostly employed to 

address classification and regression issues. In order to train a function, supervised machine 

learning algorithms focus on tagged input data from user datasets. When fresh, unlabeled data 

is fed into the function, the result is suitable algorithm. KNN captures similarity, which is 

sometimes referred to as distance, proximity, or closeness. Here, we're doing some math. The 

separation of points on a graph. The supplied data is classified using this distance. Less 

separation between data points indicates a higher degree of similarity. 

Random Forest: As its name suggests, random forest is made up of several distinct decision 

trees. The root of a decision tree is depicted at the top of an upside-down diagram. A decision 

tree has a condition or internal node that determines which branches or edges the tree will have. 

The decision or leaf is the part of the branch's end that no longer splits. A hefty amount of 

generally uncorrelated models (trees) working as a committee will operate no good than any of 

the individual constituent models, according to the basic tenet of random forest. 

Voting: This is the most straightforward way to combine the results of many machine learning 

algorithms. With our training dataset, we first produce two or more independent machine 



learning models. When fresh data is provided to the model for predictions, a voting classifier 

may then be used to merge our isolated models and normal the predictions of the standalone 

sub-models. By manually or heuristically assigning weight to each model, one may weight the 

predictions made by the sub-models. 

 

BAR PLOT 

 
 

 

With the help of QT platform, the GUI was initiated as a reference for detection of Diabetic 

retinopathy. The GUI has 4 events for the recognition of retinopathy. The image loading event 

was browsed from the “labels” folder. When we click on the event “recognize” the image is 

first trained and then the extraction process takes place. The output is in the form of bar. 

Median blurring, thresholding, image erosion, and image expansion are used to 

sicel haemorrhages and microaneurysms. The semantic  processes done on images are image 

destruction and dilation. The verging divides a picture into two parts: foreground and 

background. This image scrutiny approach is a sort of image distribution in which objects are 

isolated by reorganizing grayscale photos to dual images. Morphological fissure is 

characterised by disintegration followed by  expansion. Opening can be used to erase little 

brilliant spots and join young dark fissures. 

The image is classifying into 4 types named, 



1) No DR 

2) MILD 

3) MODERATE 

4) SEVERE 

5) PROLIFERATE DR 

If any one of the categories come the output is given, otherwise the default case is NO DR. 

Suggestions are also given if any one of the category matches. Example Do exercise (Blink 

continuously for 2 min.), Control blood sugar levels. Try to have regular screening.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

CHAPTER -7 MAJOR ALGORITHMS 

LINEAR REGRESSION:  

By fitting the multiple changing numbers to a line, a network between them is 

automatically organized. The linear equation Y=a*X+b represents this line, which is 

point out to as the regression line. 

When solving for: 

The dependent variable is Y. 

Slope X is an autonomous variable, and b is the ambush. 

By defamatory the sum of the squares difference of the orbit in the seam of the data 

points and their backsliding line, the coefficients a and b are derived. 

 

LOGISTIC REGRESSION: 

To evaluation disconnected values (often binary values like 0/1) from a pool of 

nopartisan variables, logistic regression is utilised. By the atoning the data to a logit 

function, it materializes in arcaning the probability of an event. Additionally known as 

logit regression. 

The craft described down are frequently employed to heighten logistic regression 

models: 

Put cooperation phrases in 



Remove entrails 

A non-linear model is used in regularisation methods. 

 

DECISION TREE: 

One of the most widely and commonly used machine learning algorithms nowadays is 

the decision tree algorithm; it is one of the supervised learning method used to featurize 

positions. Both categorical and unbounded dependent variables may be classified well 

with it. The no of samples is split into two or more homogenous sets using this 

procedure, landing on the most important characteristics or independent variables.  

 

 

SUPPORT VECTOR MACHINE 

When using the SVM technique, we might allocate raw numbers by plotting the raw 

material as dots in a m e matrix (where n is the number of features you have). The 

material can then be feasibly distributed because each dynamic motion value is then 

connected to a specific point location. The data may be divided into faction and 

organization and shown on a graph using lines known as classifiers. 



 

 
 

 

NAÏVE BAYES ALGORITHM 

The assumption of a Naive Bayesian classification system is that the existence of a 

single characteristic in a class does not affect the existence of any other feature. A naive 

Bayesian classifier would consider each attribute separately to determine the 

probability of a particular outcome, even if the attributes are related. The Naive Bayes 

algorithm is easy to construct and efficient for large datasets. It is known to perform 

better than even the most advanced classification techniques, even though it is 

rudimentary. 

 
 

 

 

 

 



 

KNN ALGORITHM 

Problems that involves classification and regression can both be solved using this 

particular technique. It shows that the answer of categorization issues is increasingly 

fast like exponential, applied inside this Data Science business. It is a genuine and 

sincere algorithm that progresses and uses sorting on new precedent by getting the 

acquiescence of at least k of its neighbours and then saves all of the existing cases. The 

school with which the case has the most point to point feature is then given a case. This 

particular arithmetic is made using a span function. KNN is simple to comprehend when 

compared to reality. For instance, it ’s possible to talk with a person's friends and 

coworkers if you want to learn more about them!. 

 
 

 

 

 

 

 

 

 

 

 



RANDOM FOREST 

The term "Random Forest" refers to a pool category of highly capable thinking trees. 

Each tree is precised a combination of structure, and the tree "votes" for that class, in 

regulate to pigeonhole a new item based on its new techniques and forms. The 

categorization with the highest number of points is choosed by the forest (over all the 

trees in the forest). Every tree is refined & sowed as follows: 

If the training set consist of N instances, then a representative sample of N cases is 

chosen. This sample will serve as the tree's training set. 

In the event that there are M two inputs, m is kept constant throughout this operation. 

Each tree is developed to its fullest potential. Pruning is not done. 

 

 

 

 

 

 

 

 

 

 

 

 

 



RESULTS AND DISCUSSION 

 

A test's sensitivity is its capacity to accurately identify those who are ill. 

Sensitivity is (TP + FN) / (TP). 

The capacity of a test to accurately eliminate individuals without a medical condition is known 

as specificity. 

Specificity is TN / (TN + FP) 

When a test is positive and a person can really identify the malady, the situation is known as a 

true positive (TP). When the test is negative and the person is not given a disease diagnosis, 

the situation is known as a true negative (TN). False alarm (FP) is the circumstance in which a 

positive test is positive but the subject is unable to publicize it. False negative (FN) results 

occur when a person can have a negative result. SVM yields accuracy of 68%. 

KNN classifier yields accuracy of 80%, whereas random forest yields accuracy of 90%. The 

testing set achieves 89% accuracy following the vote of three classifiers. A rigor score of 

0.8619, a memory score of 0.86690, and an f-measure score of 0.8765 were obtained using a 

hybrid technique. 40 test samples out of 50 provided the accurate prediction, therefore. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CONCLUSION 

 

According to the study conducted the diabetic retinopathy has become a very common disease 

for those who were already having Diabetes. Therefore, to ease the work of doctors, the 

machine learning algorithms have reduced the time for the detection of retinopathy. Using ML 

algorithms, the detection phase has become incredibly easy. The data has been divided into 5 

folders, for the ease. The machine learning algorithms were applied to every folder and then 

segregated into categories. As you know the doctors used color fundus photography Using the 

default fundus camera by ophthalmologist or eye physician. The process starts by training large 

no of datasets and then feature extraction takes place. The Calculated features are sent into the 

SVM, KNN, and Random Forest analyzers. The conclusion of three classifiers' polling 

determines the final prophecy. Therefore, the illness level is immediately implied from the 

reborn characteristic as either normal or peculiar. Thus, early identification and interpretation 

of cardiomyopathy counter blindness in vocations and lessen the grimness of the disease's 

ailments.   
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