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Abstract—In order to solve the problem that the evaluation
system of library electronic resource quality is not comprehensive
and objective at present, we use RBF network to model the
electronic resource quality evaluation system of university library.
And compared with BP network modeling method and AHP. The
experimental results show that the evaluation system model of
university library's electronic resources quality based on RBF
neural network has more advantages than BP neural network
model, and its results are more objective and comprehensive. This
provides a new method and train of thought for the evaluation of
electronic resources in university libraries.

Key words— RBF neural network ,BP neural network，library
electronic resources ,quality evaluation system

I. BACKGROUND INTRODUCTION
In recent years, the application of electronic information

technology in libraries has become more and more in-depth,
more and more intelligent. The proportion of electronic
resources in the library collection resources is also increasing
year by year, and readers' requirements on electronic resources
are becoming more and more strict[8].In this context, how to
make a reasonable and effective evaluation of the quality of
library electronic resources has become an important research
topic[1].At present, there are fuzzy analytic hierarchy process
(AHP), analytic hierarchy process (AHP) and BP network
model[2][3][4].The weight of the index system of AHP needs
to be set in advance, and the RBF neural network can complete
the self-fitting adjustment of the weight through the sample
training. However, analytic hierarchy process cannot solve
nonlinear problems. The successfully trained RBF neural
network can automatically output the correct judgment value
when calculating a new sample, and the user's satisfaction level
is also high, which is more in line with the expert's
judgment[7].AHP brings personal subjective factors into
consideration which leads to the inaccuracy of the processes
and results of the assessment [3][4].Moreover, the subjective
arbitrariness of AHP is strong, often with strong personal
subjective factors, and the accuracy in the process and results
of the assessment is not enough.

Using BP network to establish prediction model in [2] is a
good idea, but it is troublesome to determine the parameters in
the programming of BP network, and the result precision is not
high enough. The function of RBF network is similar with the
BP network. But the RBF network is more convenient,
efficient and accurate in practical operation. Therefore, this

paper applies RBF neural network theory in the construction of
quality evaluation of electronic resources in the library, by
means of neural network model is established to evaluate the
quality of the electronic resources, the traditional evaluation
model of fuzziness and subjectivity, for quality evaluation of
electronic resources in university library provides a new
method and train of thought.

II. INTRODUCTION OF RBF THEORY
The RBF neural network belongs to a multilayer forward

neural network. It is a three-layer forward network, the input
layer is composed of signal source nodes; the second layer is
the hidden layer, the number of hidden units is determined by
the problem described, and the transformation function of the
hidden unit is radial to the center point symmetric and
attenuating non-negative nonlinear function; the third layer is
the output layer, which responds to the effects of input
patterns.

In the hidden layer of the RBF neural network, the radial
basis function is used to process the data. Let� :��→� is a
nonlinear function, �( �− �� ),� = 1,2,...,� is called the
radial basis function. Nearly, there are several choices of the
function, they are Gaussian RBF function; two-dimensional
Gaussian RBF function; multiple quadratic functions; inverse
multi-quadratic function; linear function and so on.

The basic idea of the RBF neural network is to use the
radial basis function (RBF) as the "base" of the hidden unit to
form the hidden layer space. The hidden layer transforms the
input vector and transforms the low-dimensional mode input
data into high-dimensional. Within the space, the output is
obtained by weighted summation of the hidden cell outputs.

The RBF neural network is simple in structure, simple in
training, and fast in learning convergence, and can
approximate any nonlinear function. Therefore, the RBF
network has a wide range of applications. Such as time series
analysis, pattern recognition, nonlinear control and image
processing. As long as there are enough hidden elements, the
RBF network can approximate any nonlinear function [5] from
arbitrary precision. Figure. 1, shows the basic structure of the
RBF network [5][6].

In this paper, the RBF network model is used to model the
library electronic resource quality evaluation system. Several
different aspects of the library electronic resources will be
evaluated separately, and a comprehensive evaluation will be



obtained through the operation of the RBF network. What is
ultimately obtained is the final result of the model we built.
According to the principle of the RBF network model, we can
approximate the objective evaluation with high enough
precision.

Figure. 1. RBF network structure

III. RBF NEURAL NETWORK EVALUATION SYSTEM MODEL

A. Building an Indicator System
In order to comprehensively evaluate the quality of library

electronic resources, we use the evaluation system of reference
[2] to classify the library electronic resource quality evaluation
system into four first-level indicators in the following table,
and then proceed to the first-level indicators.

TABLE 1 E-RESOURCE QUALITY EVALUATION INDICATORS BASED ON
USER SATISFACTION

Primary
indicator

Secondary
indicator m

Introduction to secondary
indicators

Content of
electronic
resources

Total coverage of
resources M1

Covers the scope of subject
resources to meet user
satisfaction

Updated rate M2 Whether the update speed of
the resource meets the user's
needs

Retrieval system
Search function M3 Retrieve the entry, search

path, and search skill to meet
the user's requirements

User experience M4 Investigate the user
experience

Electronic
resource usage

The recall rate of
the retrieved content
M5

Is the search information
comprehensive and accurate?

Search accuracy of
search content M6

The degree of stability of the
system during operation

Data provider
service

System stability M7 The degree of stability of the
system during operation

Pre-sales, after-sales
service effect M8

Whether the effect of
pre-sales training and
after-sales service meets the
requirements of users

B. Network Structure
According to the currently constructed evaluation index

system, our RBF network model can be constructed with 8
input neurons, which are the total coverage of the resource M1,
the updated rate M2, the retrieved function M3, the user
experience M4, the recall rate of the retrieved content M5, the
precision of the search content M6, the stability of the system
M7 and the pre-sales, after-sales service effect M8. The output
neurons are RBF neural networks with comprehensive
evaluation indicators. According to the RBF network theory,
we can get the network model as shown in Figure. 2:

Figure. 2. RBF network evaluation model structure

IV. DATA EXPERIMENT

A. Input Data
The actual training of the RBF network requires objective

and realistic actual data to train the network. Through the
literature [2], as well as our survey of users. We can get a set
of real valid and normalized data in Table 2.

TABLE 2 NORMALIZATION OF ELECTRONIC RESOURCE QUALITY
EVALUATION

Name M1 M2 M3 M4 M5 M6 M7 M8

CNKI 0.87 0.94 0.79 0.8 0.86 0.83 0.82 0.72

Springer
Link

0.94 0.91 0.85 0.54 0.45 0.71 0.75 0.57

APS 0.91 0.94 0.45 0.96 0.6 0.67 0.73 0.87

Wan
Fang

0.97 0.84 0.87 0.86 0.69 0.85 0.86 0.66

ACS 0.92 0.86 0.81 0.87 0.57 0.75 0.89 0.69

Nature 0.85 0.86 0.9 0.93 0.79 0.83 0.97 0.98

Science
Online

0.55 0.88 0.56 0.71 0.8 0.62 0.74 0.94

EBSCO 0.53 0.97 0.72 0.54 0.7 0.87 0.75 0.58

EI 0.71 0.88 0.93 0.87 0.82 0.96 0.94 0.69



Name M1 M2 M3 M4 M5 M6 M7 M8

Open
Access

0.92 0.9 0.92 0.8 0.87 0.85 0.77 0.69

IEEE/IET
Electroni
c Library

0.91 0.95 0.91 0.89 0.87 0.9 0.89 0.87

Engineeri
ng
Village

0.78 0.92 0.94 0.76 0.76 0.86 0.78 0.65

CSCD 0.93 0.94 0.95 0.92 0.89 0.93 0.9 0.86

Superstar 0.75 0.92 0.89 0.91 0.9 0.91 0.9 0.96

ASCE 0.78 0.88 0.85 0.85 0.78 0.75 0.78 0.86

ASME 0.75 0.86 0.86 0.83 0.8 0.78 0.86 0.73

Hein
Online

0.69 0.88 0.7 0.79 0.6 0.86 0.89 0.52

Bagel
Digital
Library

0.78 0.87 0.75 0.57 0.76 0.86 0.82 0.86

Shipping
Intelligen
ce
Network

0.56 0.85 0.52 0.68 0.83 0.83 0.75 0.67

Experts make 16 electronic resources in the library such as
CNKI, Springer Link, APS, Wan Fang, ACS, Nature, Science
online, EBSCO, EI, Open Access, IEEE/IET, EV, CSCD,
Superstar, ASCE, and ASCM. The objective and
comprehensive evaluation is shown in Table 3.

TABLE 3 EXPERT EVALUATION VALUE

Name Expert evaluation

CNKI 0.9541

Springer Link 0.5419

APS 0.9150

Wan Fang 0.8568

ACS 0.7965

Nature 0.9891

Science Online 0.9433

EBSCO 0.8314

EI 0.9738

Open Access 0.9362

IEEE/IET Electronic Library 0.9874

Engineering Village 0.8668

CSCD 0.9679

Superstar 0.9863

ASCE 0.9413

ASME 0.9332

B. Distribution Density (spread) σ Selection.
We use MATLAB R2016a to train the RBF network model.

The 16 electronic resource samples after expert evaluation are

the training samples of the RBF network to establish the RBF
network model. The main code used by the program is:

L={'CNKI', 'Springer', 'APS', 'Wan Fang', 'ACS',
'Nature', 'Science Online', 'EBSCO', 'EI', 'Open Access',
'IEEE/IET ', 'EV', 'CSCD', 'Superstar', 'ASCE', 'ASME'};

n=size(L,2);

X=1:1:n;

% Establish a RBF network with a distribution density
of 0.9, and find the error with the sample, write it into the table.

net1=newrb(P,T,0,0.9,12,1);

R1=abs(sim(net1,P)-T);

xlswrite('data.xls',R1,5,'B2');

The distribution density σ of the radial basis function can
affect the accuracy of the RBF network model. If the σ is
setting too large, which means that a large number of hidden
layer neurons are needed to satisfy the rapid change of the
hidden layer function. On the contrary, it needs a lot of hidden
layer neurons to satisfy the slow change of the hidden layer
function. In this case, the performance of the network is very
bad.

TABLE 4 ERRORS AT DIFFERENT INDEX DENSITIES

Name spread=
0.9

spread=
0.7

spread=
0.5

spread=
0.3

spread=
0.1

CNKI 9.23E-0
5

0.00187
5

0.00397
3

0.01748
7

0.15076
9

Springer Link 0.00114
7

0.00012 0.00332
5

0.00189
7

0.19427
5

APS 0.00071
7

0.00029
2

0.00051
7

0.00145
5

1.36E-0
9

Wan Fang 0.00141
4

0.00341
4

0.00591
5

0.00389
4

0.00153
6

ACS 0.00240
6

0.00257
8

0.00296 0.00251
5

0.00010
1

Nature 0.00077
3

0.00529
4

0.00286
3

0.00096
2

0.00058
5

Science Online 0.00018
3

0.00015
2

0.00011
4

0.00077
8

5.05E-0
9

EBSCO 0.00074
9

1.87E-0
5

0.00275 0.00214
4

6.47E-0
7

EI 0.00995
3

0.00669 0.01699
3

0.00790
5

0.00112
8

Open Access 0.00382
3

0.00648
2

0.00220
4

0.0038 0.03386
1

IEEE/IET
Electronic Library

0.01190
5

0.00724
8

0.01020
1

0.00112
8

0.02886
9

Engineering
Village

0.00835
5

0.00250
2

0.00658
3

0.02214
3

0.09257
8

CSCD 0.01165
9

0.01776
6

0.00707
4

0.00529
3

0.03601
5

Superstar 0.00579
1

0.00079
7

0.01396
2

0.00306 0.00083
6

ASCE 0.01046
7

0.00409
2

0.00358
7

0.00029
2

0.00108
3

ASME 0.01102
6

0.01274
1

0.00012
4

0.00092
4

0.02013
3

So here we set σ as 0.1, 0.3, 0.5, 0.7 and 0.9 to see how
they affect the accuracy of the network. The prediction error



distribution of the RBF network model when σ takes
different values is shown in Table 4 and Figure. 3.

Figure. 3. Errors at different distribution densities

Through the comprehensive analysis of Table 4 and Figure
3, we can know that the error at the distribution density σ = 0.5
is the smallest. Therefore, we establish an RBF network with a
target error of 0, a distribution density of σ=0.5, and a
maximum number of neurons of 50, for each additional neuron
showing a result.

C. Comparison with BP Network Results
The BP network has the same function as the RBF network.

We compare the results obtained by the BP network model and
the RBF network model to obtain the results as shown in Table
5.

TABLE 5 ERROR COMPARISON BETWEEN RBF NETWORK AND BP NETWORK

Final error: RBF error BP error

CNKI 5.55E-15 0.004213

Springer Link 8.88E-16 0.233567

APS 2E-15 0.004787

Wan Fang 4.44E-16 0.003322

ACS 2.66E-15 0.017003

Nature 1.67E-15 0.012605

Science Online 2.44E-15 0.060777

EBSCO 1.89E-15 0.003243

EI 1.11E-15 0.019324

Open Access 1.89E-15 0.009335

IEEE/IET Electronic Library 2.44E-15 0.024153

Engineering Village 1.78E-15 0.017741

CSCD 1.55E-15 0.003941

Superstar 1.55E-15 0.017618

ASCE 2.66E-15 0.005086

ASME 1.11E-15 0.041859

The main code of the BP network is as follows:

% establish a single hidden layer BP network, requiring 6

neurons in the hidden layer, sigmoid function for output and
hidden layer, logsig for transfer function, expected error of
0.0001, learning rate of 0.1, initial weight at (0,1) between.

netBP =newff(P,T,[6],{'tansig','logsig'});

netBP .IW{1}=rand(6,8);

netBP .trainParam.goal=0.0001;

netBP .trainParam.lr=0.1;

netBP .trainParam.epochs=2000;

% training on BP network

netBP =train(net BP,P,T);

The error comparison in Table 5 is shown that the error of
the RBF network is much smaller than the error of the BP
network. The RBF network's evaluation works better in the
quality of library electronic resources, and closer to reality.

D. Comparison with AHP
AHP is a pairwise comparison of each indicator in the

evaluation indicator system we have constructed, and a
pairwise comparison judgment matrix is constructed. Then,
weights of the importance degree of each indicator are
obtained according to the judgment matrix, so as to obtain the
importance of each element. Figure 4 is the three-layer
structure diagram established according to the evaluation
system.

Figure. 3. Hierarchy diagram
The pairwise comparison judgment matrix we constructed is
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The main code of AHP is as follows:



% find the eigenvector using the square root method

m=size(M,1);

w=zeros(1,m);

% computational eigenvector

for i=1:1:m

w(1,i)=(sum(M(i,:))^(1/m));

end

w=w/(sum(w))

% find the maximum (most valued variable)

[a,b]=max(w);

maxgay=abs('A')+b;

maxgay=[char(maxgay),'14'];

According to this judgment matrix, we get the importance
weights of the evaluation index system are respectively (0.127,
0.127, 0.128, 0.116, 0.128, 0.129, 0.125, 0.116), so we can get
that the importance of indicator M6 is the highest, but this
evaluation is not enough to comprehensively judge the
comprehensive index of library. The evaluation result is too
one-sided and subjective, so the error is very large. The results
concluded with RBF network is much more objective and
accurate.

E. Analysis of Results
We evaluated the remaining six electronic resources using

the established RBF evaluation model and obtained the
evaluation results shown in Table 6.

TABLE 6 EVALUATION RESULTS

Wan
Fang

ACS Nature Science
Online

EBSCO EI

Evaluatio
n results

0.8568 0.7966 0.9890 0.9434 0.8315 0.9738

Analysis of the evaluation results of the RBF network, we
can know that in the RBF network evaluation, the
comprehensive evaluation results obtained by RBF are more
affected by M1 and M2, and the indicators M1 and M2
account for a larger proportion in the network.

V.CONCLUSION
This paper establishes a model of electronic resource

quality evaluation system which based on RBF neural network
in college library, and compares it with BP network model and
AHP. It can be seen from comparison and analysis that the
electronic resource quality evaluation system model of
university library based on RBF neural network has more
advantages, this provides a new idea for the quality evaluation
of library electronic resources.
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