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Abstract

In this paper we present an approach to reasoning with large theories which is based
on the abstraction-refinement framework. The proposed approach consists of the following
approximations: the over-approximation, the under-approximation, and their combination.

1 Introduction
Efficient reasoning with large theories is one of the main challenges in automated theorem
proving arising in many applications ranging from reasoning with ontologies to proof assistants
for mathematics. Current methods for reasoning with large theories are based on different
axiom selection methods. Some of them are based on the syntactic or semantic structure of
the axioms and conjecture formulas [11, 6]. Other methods for axiom selection use machine
learning to take advantage of previous knowledge about proving conjectures [13, 14]. What
those methods have in common are two phases of the whole process for proving a conjecture:
one is the axiom selection phase, and the other one is reasoning phase. Those phases are
performed in a sequential way. First, the axiom selection takes place, then using the selected
axioms the reasoning process starts.

Our proposed approach based on abstraction-refinement framework [5] has the purpose of
interleaving the axioms selection and reasoning phases, having a more dynamic interaction
between them. This proposed approach encompasses two ways for approximating axioms: one
is called over-approximation and the other one under-approximation. Those approximations
are combined to converge more rapidly to a proof if it exists or to a model otherwise. There
are a number of related works which consider different specific types of under and/or over
approximations in different contexts [9, 3, 12, 7, 10, 4].

2 Preliminaries
We consider a theory A which is a collection of axioms which we call concrete axioms and two
sets of formulas: Âs called stronger abstract axioms and Âw called weaker abstract axioms.

A strengthening abstraction function αs is a mapping αs : A → Âs, which maps concrete
axioms in A to stronger abstract axioms in Âs. A stronger abstract axiom âs is an element
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of Âs such that âs = αs(a) and âs |= a, where a is a concrete axiom; i.e., αs strengthens the
axioms in the sense that they are a more general representation of the concrete axioms. A
concretisation function γs is a mapping γs : Âs → 2A such that a ∈ γs(αs(a)).

A weakening abstraction function αw is a mapping αw : A → Âw, which maps concrete
axioms in A to weaker abstract axioms in Âw. A weaker abstract axiom âw is an element of
Âw such that âw = αw(a) and a |= âw where a is a concrete axiom.

Abstraction refinement is a process to approximate an abstract representation of axioms Â
to their concrete representation A. Weakening abstraction refinement is a process to construct
Âs′, which is a closer representation of A from Âs such that Âs |= Âs′ and Âs′ |= A; i.e., this
refinement weakens the abstract axioms in Âs. However those weak abstract axioms are still
stronger than the concrete axioms. Strengthening abstraction refinement constructs Âw′ which
is an approximation to the set of concrete axioms A, such that A |= Âw′ and Âw′ |= Âw.

We use ATPS to denote an instance of automated theorem prover which is sound and could
be complete or not. On the other hand, we use ATPC to make reference to an automated
theorem prover which is complete but not necessary sound [9, 3]. The purpose of these ATPs
is to prove or disprove conjectures more efficiently than a sound and complete ATP but with a
possible loss of precision.

3 Over-Approximation
This procedure starts by applying the strengthening abstract function αs to A, to obtain an
abstract representation of axioms Âs, Âs = αs(A). Utilising the set Âs, the procedure tries
to prove the conjecture C using an ATPC . If the ATPC disproves the conjecture, the process
finishes and responds that the conjecture has been disproved. If ATPC proves the conjecture
the procedure uses the abstract axioms involved in the proof Âs

p to retrieve their concrete
axioms in A by applying the function γs over Âs

p. The retrieved concrete axioms form a new
subset Ap, where Ap = γs(Â

s
p). With the new set Ap, the procedure tries again to prove the

conjecture using this time an ATPS . If the ATPS proves the conjecture, the process stops
and provides the proof. Otherwise, if the time limit is reached or the conjecture is disproved,
the set of axioms Âs is refined using the weakening abstraction refinement. The procedure is
repeated utilising the refined set of abstract axioms. This loop finishes when the conjecture is
proved or disproved or the time limit of the whole procedure is reached. The diagram of this
approximation is shown in Figure 1.

3.1 Strengthening Abstraction Function
In the over-approximation approach, one candidate for the abstraction function αs is a function
that generalises concrete axioms, for example, by replacing certain non-variable terms with
variables or by removing literals. This transformation will satisfy the required property that
the obtained abstract axioms entail the concrete axioms, âs |= a. We propose to define such
an abstraction function, as follows. First we group concrete axioms based on their syntactic
structure obtaining a partitioning of A = ∪Ai. Then for each group of concrete axioms Ai we
associate an abstract axiom âsi which logically implies all concrete axioms from the group, i.e.,
âsi |= Ai. The resulting abstraction function is defined as αs(a) = âsi for a ∈ Ai. For example,
if A is a set of clauses, then we can group clauses based on their joint literal occurrences and
define âsi to be a single clause that subsumes all clauses in Ai. The abstract axioms can be also
restricted to a decidable fragment. For example, by replacing complex terms with variables
we can over-approximate concrete axioms with abstract axioms in the EPR fragment. The
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Figure 1: Over-approximation

EPR fragment consists of formulas which in the clausal form do not contain function symbols
other than constants. Formulas in this fragment can be efficiently solved by instantiation-based
methods like Inst-Gen [7] or Model Evolution [2]. Other over-approximation abstractions can
be based on argument filtering (which is also used for proving termination of term rewriting
systems [1, 8]), and signature grouping where we group signature symbols of the same type and
replace the whole group by a single representative.

3.2 Weakening Abstraction Refinement

Weakening abstraction refinement is applied when a proof is obtained using abstract axioms
(Figure 1). The abstraction refinement weakens the abstract axioms in Âs, involved in the
proof. For example, we can sub-partition groups of concrete axioms which were used to define
αs into smaller subgroups. The refined abstraction function is the abstraction function which
assigns abstract axioms to the new partitioning, as defined in Section 3.1. The refinement
process is goal directed in the sense that only groups corresponding to abstract axioms involved
in the proof are partitioned further. When an axiom group consists of a single axiom then
we can concretise the corresponding abstract axiom to coincide with the concrete axiom. The
refinement process stops if each abstract axiom involved in the proof is concrete and in this
case we obtain a concrete proof of the conjecture. A simple instance of abstraction refinement
would be to concretise all abstract axioms involved in the proof: Âs := (Âs \ Âs

p) ∪ γs(Âs
p).

4 Under-Approximation

The process starts by applying the weakening abstraction function to the set of concrete axioms
A, Âw = αw(A). This set Âw of weaker axioms is used to prove the conjecture, using an ATPS .
If the conjecture is proved the procedure stops and provides the proof. Otherwise, a model I
of Âw and the negated conjecture is obtained. This model is used to refine the set of weaker
axioms Âw. During this refinement (strengthening abstraction refinement), the procedure tries
to find a set of axioms Ă that turns the model into a countermodel but are still implied by
A, i.e., I 6|= Ă and A |= Ă. If the set of axioms Ă is empty, Ă = ∅, the procedure stops and
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disproves the conjecture. Otherwise, the obtained set of axioms is added to the set of weaker
axioms, Âw := Âw∪Ă. Using this new set of abstract axioms Âw, another round for proving the
conjecture starts. The process finishes when the conjecture is proved or disproved or the time
limit for the quest of a proof is reached. The diagram of this procedure is shown in Figure 2.

Concrete
axioms A

αw(A) Abstract
axioms Âw ATPS Proved

Conjecture C

I |=
Âw ∧ ¬C

Refine abstraction Âw

find a set Ă, I 6|= Ă

Âw := Âw ∪ Ă

Disproved

UNSAT

SAT

Ă = ∅

Ă 6= ∅

Figure 2: Under-approximation

4.1 Weakening Abstraction Function

In the case of under-approximation, we propose two weakening abstractions: instantiation ab-
straction and deletion abstraction. In the case of instantiation abstraction, abstraction function
generates ground instances of the concrete axioms as it is done in the Inst-Gen framework [7].
In the case of deletion abstraction we delete certain concrete axioms from the theory. This ab-
straction can be used to incorporate other axioms selection methods into this framework, which
are based on removing irrelevant axioms. In practice, these abstractions can be recombined.

4.2 Strengthening Abstraction Refinement

In the case of deletion abstraction, refinement can be done by adding concrete axioms Ă that
turn the model I, which is obtained form ATPS , into a countermodel, Ă ⊆ {ă | ă ∈ A, I 6|= ă}.
In the case of instantiation abstraction, refinement can be done by generating a set of ground
instances of axioms Aσ such that I 6|= Aσ, Ă := Aσ.

5 Combined-Approximation

Currently we are working on combining the two approximations discussed above. This com-
bination has the purpose of converging to a proof more rapidly by over and under approxi-
mating. One approach to combine them is using under-approximation in the outer-loop and
over-approximation in the place of ATPS . Let us note that this allows us incorporate other
axiom selection methods [11, 6, 13, 14] as part of the under-approximation abstraction.
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