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Toluca Institute of Technology, Mexico.
andradeh.mariela@gmail.com, gasca eduardo@hotmail.com

Abstract

Nowadays, the use of artificial neural networks (ANN), in particular the Multilayer
Perceptron (MLP), is very popular for executing different tasks such as pattern recognition,
data mining, and process automation. However, there are still weaknesses in these models
when compared with human capabilities. A characteristic of human memory is the ability
for learning new concepts without forgetting what we learned in the past, which has been
a disadvantage in the field of artificial neural networks. How can we add new knowledge
to the network without forgetting what has already been learned, without repeating the
exhaustive ANN process? In an exhaustively training is used a complete training set, with
all objects of all classes.

In this work, we present a novel incremental learning algorithm for the MLP. New
knowledge is incorporated into the target network without executing an exhaustive re-
training. Objects of a new class integrate this knowledge, which was not included in the
training of a source network. The algorithm consists in taking the final weights from the
source network, doing a correction of these with the Support Vector Machine tools, and
transferring the obtained weights to a target network. This last net is trained with a train-
ing set that it is previously preprocessed. The efficiency resulted of the target network is
comparable with a net that is exhaustively trained.

1 Introduction

Since the beginning of scientific progress, humans have to create machines capable of performing
processes with certain intelligence. Initially, his goal was to create automatons, whose function
was to make tasks typical of the humans. The human brain is a highly complex, non-linear, and
parallel in function. This means that the brain can perform many operations simultaneously.
This is unlike ordinary computers that are of sequential type, that is, the computers can only
execute an operation at a time. Artificial Neural Networks (ANN) have shown their effectiveness
and maturity in numerous applications, in particular the Multilayer Perceptron. One of the
biggest frustrations which faces investigators working with classifiers is that most of them
cannot be trained with new data, without forgetting previously acquired knowledge. That is,
the classifiers are not equipped with Incremental Learning. To carry out these tasks of learning,
the conventional classifiers would have to be fully re-trained when new samples are presented,
together with the previous data. This type of solution is very impractical because it is necessary
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to store all available training sets, computational processing time is high and in the most cases,
the topology of the classifiers being used must be completely redefined [3].

Incremental Learning is the gradual acquisition of knowledge, without to have to discard
the already obtained or to repeat the learning process completely [20]. In the case of ANN,
such as MLP, when input new data, the network forgets the previous knowledge to give way
to the learning of the new data. This is a manifestation of the so-called stability-plasticity
dilemma [7]. To solve this problem, an algorithm of Incremental Learning must incorporate
the new knowledge into that previously acquired. On the other hand, in view of the learning
approaches of human beings, it seems natural to build successive learning upon prior results.
This is essentially a feature of incremental learning [21].

Therefore, an algorithm that can learn from new data without requiring access to previously
used data would ideally retain the formerly acquired knowledge, accommodate new classes, and
estimate the confidence in its own classification. In this way, it can be a good method to
classify, when it is intended to work on databases that become increasingly large, particularly
if new samples arrive at any time [17]. The Incremental Learning may also be addressed in
the context of training data manipulation [21]. For instance, in [6], an incremental learning
strategy is implemented through the selection of most informative training samples.

The aim of this work is the implementation of the Incremental Learning in the ANN, espe-
cially in the MLP. In these approaches, knowledge resides in the connections between neurons
(weights), so it is necessary a procedure that allows the modification the values of the weights
to integrate elements of a new class, without losing the knowledge already acquired, all of this
without exhaustive training. For such task, we consider that Incremental Learning consists in
the addition of a new class into a target network, which was not considered in the training of
the source network. We present an algorithm for Artificial Neural Networks of type Multilayer
Perceptron, using Support Vector Machine for making the calculation of the new weights. We
also used the preprocessing technique called Wilson’s Editing.

Researchers have tried different ways to solve the Incremental Learning paradigm. For
example, Robi Polikar and collaborators introduce Learn++, an algorithm for incremental
training of an ANN pattern classifier. Learn++ use an ensemble of classifiers for generating
multiple hypotheses. They consider that an algorithm has Incremental Learning if it is able
to learn additional information from data. It should not require access to the original data,
it should preserve previously acquired knowledge, and it should be able to accommodate new
classes that may be introduced with new data [16].

Later, [14, 15] proposed a method based on introducing a forgetting function in an incre-
mental on-line learning algorithm for two-layer feedforward neural networks. In this method,
they call Incremental Learning when the ANN use a training sample that containing patterns
that change over time (non-stationary environment).

Recently, M. Zribi and Y. Boujelbene [24] used neural networks with an Incremental Learn-
ing algorithm as a tool to classify a mass in the breast. The incremental learning in this
algorithm consists of adding a neuron in the hidden layer until the network improvements are
not significant. The expectations of achieving Incremental Learning have been many, and this
has been applied in other classifiers, examples of which are the Support Vector Machines(SVM),
which have demonstrated accuracy and speed in learning [12], for example, an incremental algo-
rithm to train SVM by using the selected samples violating KKT conditions. In this example,
Incremental Learning consists of adding a new sample, and verifying which support vectors
violate KKT conditions, training the new samples, re-obtaining the support vectors, and the
optimal hyperplane [23].

Lately, new proposals have emerged that could be confused with ours as mentioned below.
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One of these is the transfer of knowledge proposed by Geoffrey Hinton and collaborators [9],
in which it is possible to compress the knowledge in an ensemble into a single model which is
much easier to deploy. This uses a different training that they call “distillation” to transfer
knowledge from large ensemble of models to a single small model that is more appropriate for
your deployment. This methodology is different to ours because unlike them, we do not use
a set of neural networks; we only need a source network trained with the totality of objects
that transfers knowledge of the input layer to the hidden layer, to the target network that
has an additional node in the output layer. Previously Pratt [18] had already done a transfer
knowledge but did not add a node in the output layer and passed only the best hyperplane.

The shared representations usually use deep learning and are based on the integration of
different types of data in the same space [10]. Deep learning has begun exploring models that
embed images and words in a single representation. In [11] the core idea is to extract deep
knowledge of the Convolutional Neural Network model from a large data set and then transfer
the knowledge to an ocean front recognition task on limited remote sensing (RS) images. On
the other hand, in [8] the authors apply knowledge transfer to deep convolutional neural nets.
This transfer is completed in such a way that one can envision creating the net that could
learn new concepts throughout its lifetime. This is similar to what we are looking for with
the application of Incremental Learning in Multilayer Perceptron networks. In contrast, the
algorithm proposed here is only applicable to Multilayer Perceptron networks. We transfer
knowledge of the classes learned previously so that when the network receives an unknown
class, it does not forget the classes learned previously. Another important difference is that in
our algorithm, the initial weights of the network are the weights transferred from the source
network but only the weights from input layer to hidden layer.

The rest of this paper is organized as follows. Section 2 describes the Multilayer Percep-
tron and Linear Support Vector Machines; in Section 3 we describe the Incremental Learning
Algorithm; Section 4 includes the experimental procedure and results; the conclusions are in
Section 5.

2 Preliminaries

2.1 Multilayer Perceptron

Multilayer Perceptron is a feedforward artificial neural network. This network is composed of a
layer of input units, another layer of output units and a certain number of intermediate layers
of process units, also called hidden layers because the outputs of said neurons are not seen and
have no connections to the outside. Figure 1 shows the Multilayer Perceptron (MLP) structure
with a hidden layer. MLP is widely used for pattern classification, recognition, prediction, and
approximation. Multilayer Perceptron can solve tasks that are not linearly separable.

There are different algorithms to perform the adjustment of the weights in a MLP; in
this paper, we will make use of the Backpropagation (BP) algorithm. During the MLP learning
process, it makes use of the training sample and the BP algorithm. It consists in the modification
of the weights values, to the presentation of the patterns contained in the sample of training.
Such a change is performed considering the minimization of the mean square error, which
quantifies the difference between the correct class and the assigned class by the network to the
pattern of entrance, equation (1).

E =
1

2Ns

Ns∑
i=1

(εpi )2 (1)
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Figure 1: Multilayer Perceptron of three layers. The connections between nodes (w..) are
denominated weights, and they are modified during the training of the network.

where: εpi = (dpi − s
p
i ) is the error between the desired value (dpi ) and the output produced

by the network (spi ) of the p− th pattern in the i− th node of the output layer, and NS is the
number of nodes of the output layer.

For calculating the mean quadratic error, the BP algorithm employs the gradient descent
to optimize the values of the weights that minimize the error, using the expression given in
equation (2):

∆w(t) = −η∇wEp + α∆w(t− 1) (2)

where: η is the learning rate, ∇wEp is the gradient of the function of error with respect to
the weight, α is the momentum, and t is the number of iterations.

2.2 Linear Support Vector Machines

A Support Vector Machine (SVM) is a supervised machine learning algorithm that can be used
for both classification and regression purposes. SVM uses linear models to implement nonlinear
class boundaries. It transforms the input space using a nonlinear mapping into a new space. In
this work, we will assume that we have linearly separable classes, so we will explain this briefly.

According to Christopher J.C. Burges [4]. First, we label the data for training {xi, yi}, with
i = 1, ..., l, yi ∈ {−1, 1}, and xi ∈ Rd. Then, we propose some hyperplane that separates the
positive from the negative examples. The points x which lie on the hyperplane that satisfies

w · x+ b = 0, where w is a vector normal to the hyperplane, |b|‖w‖ is the perpendicular distance

from the hyperplane to the origin, and ‖w‖ is the Euclidean norm of w. Let d+(d−) be
the shortest distance from the separating to the hyperplane to the closest positive (negative)
example. Define the “margin” of a separating hyperplane to be d+ + d−. For the linearly
separable case, the support vector algorithm simply looks for the separating hyperplane with
largest margin . This can be formulated as follows: suppose that all the training data satisfy
the following constraints:

xi ·w + b ≥ +1 for yi = +1 (3)

xi ·w + b ≤ −1 for yi = −1 (4)

These can be combined into one set of inequalities:

yi(xi ·w + b)− 1 ≥ −∀i (5)
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Now consider the points for which the equality in Eq. (6) holds. These points lie on the
hyperplane H1 : xi · w + b = 1 with normal w, and perpendicular distance from the origin
|1−b|
‖w‖ . Similarly, the points for which the equality in Eq. (7) holds lie on the hyperplane

H2 : xi ·w+ b = 1 with normal again w, and the perpendicular distance from the origin |−1−b|
‖w‖ .

Hence d+ = d− = 1
‖w‖ and the margin is simply 2

‖w‖ . Note that H1 and H2 are parallel and

that no training points fall between them. Thus, we can find the pair of hyperplane, which
gives the maximum margin by ‖w‖2, subject to constraints (5). Thus, we expect the solution
for a typical two dimensional case to have the form shown in Figure 2. Those training points
for which the equality in Eq. (5) holds, and whose removal would change the solution found,
are called support vectors.

Figure 2: Linear separating hyperplanes for the separable case.

We will now switch to a Lagrangian formulation of the problem. The constraints (5) will
be replaced by constraints on the Lagrange multipliers themselves, which will be much easier
to handle. Thus, we introduce positive Lagrange multipliers αi, i = 1, ..., l, one for each of the
inequality constraints (5). This gives Lagrangian:

LP =
1

2
‖w‖2 −

l∑
i=1

αiyi(xi ·w + b) +

l∑
i=1

αi (6)

requiring that the gradient of LP with respect to w and b vanish give the conditions:

w =
∑
i

αiyixi (7)∑
i

αiyixi = 0 (8)

Since these are equality constraints in the dual formulation, we can substitute them into Eq.
(6) to give

LD =
∑
i

αi −
1

2
αiαjyiyjxi · xj (9)

Support vector training therefore amounts to maximizing LD with respect to the αi, subject
to constrains (8) and positive of the αi, with solution given by (7). In the solution, those points
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for which αi > 0 are called “support vectors”, and lie on one of the hyperplanes H1, H2 and
all other training points have αi = 0, and lie either on H1 or H2 [4]. Now we need to find the
parameters and based on the linear equations as many support vectors as it has.

3 Incremental Learning Algorithm

Our proposed Incremental Learning Algorithm (ILA) is described below.
First, the training of the source network was carried out with the partially exposed sample.

That is to say, all objects of a class were removed as shown in Table 2. Second, we identify the
weights from the input layer to the hidden layer, which integrate the hyperplanes to transfer
from the source network to target network. Third, we use SVM to perform the adjustment of
the weights of the input layer to the hidden layer. Fourth, the target network is designed by
adding a node in the output layer, (Figure 3), which allows adding a new class, except that the
new node the rest of the topology remains the same as the source network.

Figure 3: Transfer of weights, a) source network, and b) target network.

Fifth, the weights, set in the third step, are transferred to the target network. The rest of
the weights are initialized randomly. Sixth, a non-exhaustive retraining is performed, using a
training sample (TS) formed with the objects of the new class, and the result of the prepro-
cessing of the source training sample. Furthermore, a smaller amount of epochs (50%) is used
in the training.

The preprocessing technique employed in this work is the so-called Wilson’s Editing [22],
with the objective of to eliminate the elements found in the overlap between classes. To do this,
it uses the k-nearest neighbors algorithm (k-NN). If the majority of the k neighbors belong to the
class of the element in evaluation, it remains in the training sample, otherwise it is eliminated.
For this study, we used k =3. We have used this algorithm to approximate our problem to
linearly separable classes. All the designed ANN were Multilayer Perceptrons, with three layers
described in Section 2.1: input, one hidden, and output layer. The Backpropagation algorithm
for multiclass (Section 2.1) was employed for the training of all ANN. The following section
contains the description of the weights calculation

3.1 Algorithm for Weights Calculation

The algorithm to calculate weights that are transferred from the source network to the target
network is the following:
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1. Read the training sample and identify the weights that integrate each one of hyperplanes
of the source network. We have as many hyperplanes as nodes in the hidden layer.

2. Identify the two classes closest to each hyperplane. We propose the following equation to
do so:

Dch = |dc− (dp2− dp1)| (10)

where Dch is the distance from the class to the hyperplane, the distance from the centroid
of the class to the hyperplane is dc, dp1 is the distance from the closest pattern of the
class to the hyperplane, and dp2 is the distance from the second closest pattern of the
class to the hyperplane.

The equation that we have proposed considers that some classes may be very far from
the hyperplanes in the majority of patterns. That is to say that their centroid is far, but
they can have patterns closer to the hyperplane in comparison with other classes, as we
can see in the star shapes in Figure 4. It is also possible to have classes with a near to
hyperplane centroid, but with some elements so far away.

Figure 4: Hyperplanes in an artificial neural network.

To calculate the distance of the patterns to the hyperplanes, and the distances of the
centroids of the classes to the hyperplane the following formula is used:

D =
|b− (w1x1 + w2x2, ..., wnxn)|√

w2
1 + w2

2, ..., w
2
n

(11)

where D is the distance to hyperplane, b is the independent term or bias, the weights that
make up the hyperplane are wn, and xn are the features of the pattern of the TS.

3. We adjust of the weights using the Support Vector Machines for two linearly separable
classes describe in Section 2.2. We have considered finding the two closest classes to
each hyperplane because in this work SVM is used as though these classes were linearly
separable. To apply SVM, we must find as many support vectors as attributes have the
patterns plus 1, the addition of this latter represents the independent term or bias. The
latter generates a set of equations from which we obtain the Lagrange multipliers as shown
in Section 2.2.
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For linearly separable classes SVM has solution. It is for this reason that with the adjustment
of weights with SVM, and the edited sample we try to transform the multiclass problem into
linearly separable classes in retraining, except for the class that is inserted Therefore, the
procedure seeks in a certain way to ensure convergence simulating a problem of linearly separable
classes.

4 Experiments and Results

The experiments were made by applying the Incremental Learning Algorithm presented in
sections 3 and 3.1. For executing the experiments, we employ the real datasets of UCI [1]
shown in Table 1. The whole sample is divided into 10 trials, and each of these is divided into
a training set and test set. The generalization power of the ANN was calculated using 10-fold
cross-validation. This procedure is described in Section 4.1.

Datasets Classes Features Patterns
Iris 3 4 147
Image 7 18 397
Glass 6 9 213
Vehicle 4 18 846
Vowel 11 10 528
Waveform20 3 20 4999
Waveform40 3 40 4999
Wine 3 13 178

Table 1: Description of the datasets used in the experiments.

Table 2 shows the partially exposed samples, one class was removed from each dataset as
mentioned in Section 3 of the description of the algorithm.

Datasets Classes Features Patterns
Iris 2 4 98
Image 6 18 303
Glass 5 9 184
Vehicle 3 18 647
Vowel 10 10 480
Waveform20 2 20 3303
Waveform40 2 40 3344
Wine 2 13 135

Table 2: Description of the partially exposed samples.

Table 3 shows the stopping criteria (error minimal and the epochs quantity), and the number
of nodes in the hidden layer, for each training sample. For the training of source network and
target network, we used the Backpropagation algorithm (Section 2.1) with learning rate of 0.7,
and a momentum equal 0.9.

We compare our results with standard training. Similarly, as other authors did to validate
their technique [13, 19, 2] comparing with a standard training. In Table 4, we show the results
of the experiments with the different ANN for each dataset. In column 2, we present the
generalization power of networks when the training was realized with all classes, that is to say,
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Datasets Nodes Error Epochs
Iris 4 0.0046 598
Image 7 0.00123 278
Glass 6 0.027 150
Vehicle 4 0.034 287
Vowel 11 0.019 145
Waveform20 13 0.053 277
Waveform40 6 0.0449 241
Wine 4 0.0005 190

Table 3: Stop criteria for the training.

an exhaustive training. We have called it standard training. Column 3 shows the generalization
power of the source network with the sample partially exposed, without a class. Finally, in
column 4, we present the generalization power, that was obtained with the incremental learning
algorithm proposed in this work, in which a non-exhaustive re-training of the target network
has been done.

Datasets
Standard
training

Training source
network

Non-exhaustive retraining
target network ILA

Iris 96% 100% 96.70%
Image 89.90% 95.40% 91.20%
Glass 43.90% 44% 47.50%
Vehicle 70.70% 65.80% 66.10%
Vowel 45.70% 51.10% 53.30%
Waveform20 86.30% 88.80% 86.70%
Waveform40 81.70% 82.70% 82.30%
Wine 98.60% 97% 96.50%

Table 4: Generalization power of ANN.

4.1 Approximate Statistical Test for Comparing the Algorithms

We performed an approximate statistical test to compare the performance of our algorithm of
Incremental Learning and the standard training explained in previous section. To validate our
approach,we used the K-fold cross-validated paired t test, which consists of randomly dividing
the sample of data into K disjoint sets of equal size, T1, .., Tk. We then conduct K trials. In
each trial i, the test is Ti, and the training set is the union of the other Tj , j 6= i [5]. We used
10-fold cross-validation, and at the end of each run, we have obtained the average over the 10
folds [2]. For each of the defined fold, we obtain a difference of the classification errors of each

one of the algorithms to evaluate. It is p(i) = p
(i)
A − p

(i)
B were drawn independently from normal

distribution, then we can apply Student’s t test, by computing the statistic

t =
p̄ ·
√
n√∑n

i=1(p(i)−p̄)
2

n−1

(12)

where p̄ = 1
n

∑n
i=1 p

(i) .Under the null hypothesis, this statistic has a t distribution with
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n− 1 degrees of freedom [5]. For 10 trials, the null hypothesis can be rejected if |t| > t9,0.975 =
2.2622157. The results are show in Table 5.

K-fold cross-validated paired t test

Datasets
t score

Standard training vs ILA
Iris 1 <2.2622157
Image 0.3005 <2.2622157
Glass 0.9153<2.2622157
Vehicle 2.8494 >2.2622157
Vowel 1.2483 <2.2622157
Waveform20 0.9934 <2.2622157
Waveform40 0.9577 <2.2622157
Wine 0.8032 <2.2622157

Table 5: Results of K-fold validated paired t test.

For a confidence level of 95%, and 9 degrees of freedom, in most cases the null hypothesis is
accepted, since there is no significant difference between the algorithms compared, both have the
same performance. However, this is different for the Vehicle dataset where there is a significant
difference between the algorithms compared, the algorithms have different performance, the
standard training is better.

5 Conclusions

We have presented Implementation of Incremental Learning in Artificial Neural Networks, a
novel Incremental Learning Algorithm for the Multilayer Perceptron. In the majority of the
samples used in the experiments, the ILA here proposed presents the same performance as
the standard training with all classes. The main advantage of our proposal is to add, to the
Multilayer Perceptron neural network, new knowledge without forgetting what has already been
learned. In addition, it reduces the time of training since it employs a sample of training with
a smaller amount of elements and a smaller amount of epochs.

The ILA provides the neural network with the ability to learn a new class without forgetting
the classes already learned.
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